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EDITORIAL, AAPO CEDERBERG

The Cyber World Is
Changing Constantly

The global security seems increas-
ingly unstable: the war in Ukraine
shows no end, European air traffic
is being actively disrupted, the devel-
opment of the global economy is full
of uncertainty, domestic extrem-
ist movements are gaining strength
in many countries, and the crisis in
the Middle East continues. The list
could go on and on. The European
Union and NATO have made signif-
icant decisions to strengthen their
defence. This will hopefully have
positive effects on our economy and
European unity, as well as on the
ability to secure the digital structures
of our society. Cybersecurity is part
of all processes and systems related
to our security.

If you ask Finns what threatens
us the most, the answer will come
quickly. The majority mention Russia
and some mention China as well. Our
security thinking is still based on tra-
ditional threat assumptions, which
are not wrong. The complex global
interdependent world is difficult to
grasp. Hybrid threats are recognized
at some level, but it is difficult to form
a comprehensive and reliable situa-
tional picture from the mixture of
phenomena of different degrees. For
example, artificial intelligence can be
used to produce fake news faster and
more credible than ever before.

Many academics say that the worst
threat is not Russia or China, but
weak economic development in
Europe. The idea is shattering. Polit-
ical decisions to strengthen our mil-
itary defence and comprehensive
security will not succeed without
the economic conditions. Poor eco-
nomic development may indeed be
our greatest threat. The most criti-
cal core of a modern digital society is

stable economic development and its
impact on people’s sense of security
and our opportunities to develop our
defence system. The means to cor-
rect and improve our national eco-
nomic situation are not simple. The
US president’s divisive tariff policy is
hampering the opportunities of an
export-driven country. Therefore,
the EU’s joint efforts are increasingly
important. In addition, trade rela-
tions with countries in Asia and the
Global South must be maintained.
Economic security will continue to
be one of the cornerstones of our
comprehensive security approach.

When asked what is changing, all
experts mention the importance of
artificial intelligence, quantum com-
puting, drone warfare and space.
Few can crystallize the change into
concrete new phenomena or mega
trends. The most significant change
from the cybersecurity point of view
may be the combination of mili-
tary and civilian technologies into
so-called dual-use products. Another
strategic-level change is people’s need
to stay in touch with their loved ones.
Our resilience requires functional
communication systems, even in cri-
sis situations.

The lessons learned from Ukraine
can be combined with the opportu-
nities that came with the new tech-
nology and thereby find solutions to
the future challenges of critical com-
munications. In the future, perhaps
the most important requirement for
critical infrastructure will be digital
and physical resilience. Systems must
be well protected, remembering that
there is no such thing as a completely
reliable system. In national critical
infrastructure, data is also at the
heart of all operations. The transfer

of data between different actors is a
central part of communications and
the operation of digital systems. We
must be able to build a networked,
cyber-secure society that uses alter-
native forms of data transfer and
advanced technologies.

The strong economic foundation
of our country requires innovation
and the ability to better utilize the
opportunities offered by technol-
ogy, without forgetting the key role
of people. The winners will be those
who view security challenges holisti-
cally and are agile in adapting to the
continuous change in our security
environment. Developing defence
and security brings new employ-
ment opportunities and opens new
markets in a networked world, while
at the same time strengthening our
economy. So, let’s make cybersecu-
rity more of an opportunity than a
threat in the future, it will also keep
our economy on a solid foundation.

AAPO CEDERBERG

Managing Director
and Founder

@Cyberwatch Finland
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A Strong and Coherent EU

RISTO RAJAEA“&”“
PETER SUND

.

Is the Best Safeguard in Times
of Global Instability

The gradual weakening of the mul-
tilateral treaty system, intensifying
regional conflicts, and the instabil-
ity and unpredictability of major
powers currently shape interna-
tional relations. This instability also
affects digitalized societies in many
ways. Cybercrime is on the rise, and
in addition to traditional financially
motivated criminal groups, state
actors are increasingly involved.
Growing attention must be paid to
the security and reliability of tech-
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nologies and the intentions of their
developers. At the same time, the
availability of software, hardware
components, microchips, and min-
erals essential for digitalized critical
infrastructure and broader economic
activity is increasingly governed by
politics rather than business, with
states controlling supply chains not
hesitating to leverage their strengths.

The trend of liberalizing interna-
tional trade, which gained momen-
tum after the Cold War, began to

reverse in the 2010s as negotiations
within the World Trade Organiza-
tion failed to yield results and states
began erecting trade barriers. It
also became clear that not all states
involved in trade liberalization acted
in good faith to increase mutual
dependencies aimed at securing
peace. Instead, some sought to create
one-sided dependencies, for example
in fossil energy and critical minerals,
which could be used as instruments
of power politics. The intensifying



competition and strained relations
between major powers, and espe-
cially Russia’s full-scale invasion of
Ukraine in 2022, marked a definitive
shift from liberalized trade relations
to an era of “geoeconomics,” where
economics and geopolitics are deeply
intertwined.

Strengthening Europe'’s
Digital Sovereignty

The European Union and its mem-
ber states have struggled to adapt
to the growing importance of geo-
politics in shaping international
relations. Historically, this is under-
standable, as European integration
has been built on liberalizing trade
between member states, creating
mutual dependencies, and establish-
ing common rules and institutions.
The EU is undeniably a major power
in trade policy, with its large sin-
gle market and strong competences
traditionally yielding convincing
results. However, the actions of Don-
ald Trump’s second administration,
which began in January 2025, and its
various ripple effects have repeatedly
prevented the Union from leveraging
its strengths and painfully exposed
its weaknesses.

Europe’s current security archi-
tecture is entirely dependent on the
United States’ military presence,
security guarantees, and defense
materials. The U.S. also plays a crit-
ical role in supporting Ukraine’s
defense and enabling security solu-
tions for the country. The Trump
administration has demonstrated
an unprecedented willingness to
pressure Europe, particularly by
linking economic and even regula-
tory issues to security. The practi-
cally one-sided “trade agreement”
between the EU and the U.S. allowed
the U.S. to raise tariffs on nearly all
categories of goods, and EU mem-
ber states saw no alternative but to
accept the unfavorable deal. In addi-
tion to transatlantic challenges, the
EU is unable to safeguard its interests
in relations with China and Russia,

both of which seek to undermine the
Union’s credibility and unity.

Europe’s digital infrastructure is also
heavily dependent on microchips,
hardware components, and soft-
ware produced in the United States.
Europeans spend a significant por-
tion of their time on U.S.-based social
media platforms. In hindsight, it can
be argued that Europeans did not
tully grasp the significance of digital
technology development when mar-
kets were still emerging. Dependen-
cies on U.S.-produced software and
technology have become increasingly
evident this year, not only in terms
of service availability and reliability
but also regarding confidentiality.
U.S. technologies are essential not
only for business continuity but also
for innovation and competitiveness—
AT computing, for example, relies on
graphics processors.

The EU’s challenges are com-
pounded by over a decade of eco-
nomic stagnation and lagging in the
development and financing of trans-
formative technologies on a global
scale. However, the EU and its mem-
ber states now appear to be waking
up to reality. Defense investments are
increasing and are expected to accel-
erate due to the flexibility introduced
in the EU’s fiscal rules (Stability and
Growth Pact) regarding defense
spending, and the SAFE instrument
offering favorable loans to member
states for defense development.

The Commission’s proposal for the
Multiannual Financial Framework
(MFF) for 2028-2034, published in
summer 2025, would significantly
shift EU spending toward defense,
security, and technology. If imple-
mented, it would be a crucial step in
addressing the Union’s major chal-
lenges. The proposal is promising for
cybersecurity, suggesting the estab-
lishment of a €400 billion Compet-
itiveness Fund to boost strategic
investments in security, innovation,
digital technologies, low-carbon solu-
tions, and the bioeconomy—of which
€125 billion would be allocated to

defense and security, and €55 billion
to digital leadership. Other key cyber-
security-related funding programs,
such as Horizon Europe, would also
be expanded. Maintaining the pro-
posed funding levels for technology
and security is essential for Europe’s
technological sovereignty, competi-
tiveness, and defense capabilities. In
particular, Competitiveness Fund
resources should be directed toward
supporting the development of mod-
ern and critical technological solu-
tions in Europe and their demand in
the single market.

The CSAM Proposal
Threatens to Derail
the Efforts to Pursue
Technological
Sovereignty

Despite promising plans, a legisla-
tive proposal currently under consid-
eration in EU institutions threatens
to undermine efforts toward Euro-
pean digital sovereignty, jeopardiz-
ing cybersecurity and Europeans’
right to confidential communication
and privacy. The proposal, prepared
over several years by the Commis-
sion, aims to combat child sexual
abuse material (CSAM) online. Sev-
eral member states have made com-
promise proposals during their
Council presidencies, none of which
have gained the required qualified
majority.

While the proposal has a legiti-
mate and urgent goal—protecting
children who are victims—it employs
methods that are both ineffective and
highly problematic. Unlike Poland’s
previous compromise, Denmark’s
latest proposal reverts to the deeply
problematic path of Hungary’s ear-
lier version. Denmark reintroduces
mandatory identification require-
ments and forced consent mecha-
nisms for users of communication
and storage services, which cannot
be considered permissible under EU
law. This would lead to broad, indis-
criminate surveillance of communi-
cation content by authorities.

CYBERWATCH FINLAND 7



End-to-end encryption ensures that
only the sender and intended recip-
ients can read or analyze messages.
Service providers or other entities
cannot access message content, even
if messages pass through their sys-
tems. Whether surveillance occurs
before or after encryption is irrel-
evant - it still constitutes circum-
vention of encryption and the right
to private communication. Nota-
bly, Denmark’s proposal excludes
security and defense authorities,
acknowledging the risks of such
mechanisms in communication
services. Providers must be able to
choose their encryption technol-
ogies and agree on their use with
customers, as the core purpose of
end-to-end encryption is to ensure
the confidentiality and integrity of
customer-owned data. This is also
vital for Finland’s overall secu-
rity, economic resilience, and sup-
ply security. Trade secrets, such
as customer and product develop-
ment data, are daily targets of espio-
nage and sabotage, threatening both
economic security and supply resil-
ience.
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Online sexual violence can be
divided into two categories: dissem-
ination of abuse material and groom-
ing. Grooming involves manipulative
behavior where an adult builds trust
with a minor to prepare them for
sexual exploitation. The most criti-
cal target for protecting children is
the production of abuse material,
where the minor is directly victim-
ized. Denmark’s proposal excludes
grooming prevention. It’s impor-
tant to note that perpetrators use
the same communication services as
legitimate users. Switching services is
easy, making vague risk assessments
of providers ineffective.

In spring 2024, Europol and the
heads of member states’ law enforce-
ment agencies issued a joint declara-
tion aiming to break encryption and
eliminate privacy in communication.
Initially framed around CSAM pre-
vention, the proposal was expanded
in the EU’s internal security strat-
egy (ProtectEU) published on April
8, 2025, to include security authori-
ties’ access to all electronic informa-
tion. This clearly targets end-to-end

encryption and other encrypted
digital data, such as trade secrets,
which are foundational to business
value and economic viability. Policy-
makers are often misled into believ-
ing such measures are necessary for
crime prevention. While the appeal
of “enhancing security” is strong, in
the digital world it often becomes
a double-edged sword. Weakening
encryption, restricting its use, or
forcing companies to cooperate for
“lawful access” has repeatedly led to
reduced security, harming innocent
users rather than criminals.

It’s worth noting the recent devel-
opments in the United Kingdom,
where under the Investigatory Pow-
ers Act, authorities demanded the
breaking of end-to-end encryption.
As a result, Apple removed strong
encryption from services for all
UK-based users. This clearly weakens
overall security. U.S. agencies such
as CISA, FBI, and now the FTC have
explicitly warned American tech
providers against weakening user
security for these very reasons. The
threats posed by encryption-break-
ing proposals to Europe’s digital




security are not theoretical; they are
clearly visible in global examples.

NATO's Defence
Spending Target
Should Be Harnessed
to Strengthen
Cybersecurity

Russia’s ongoing aggression and
the United States’ increasingly strict
demands for higher defence spend-
ing have placed NATO in an unprec-
edented situation. At the NATO
summit in The Hague in summer
2025, member states agreed that in
the future, they should allocate 5% of
their gross domestic product (GDP)
to defence. Of this, 3.5% would
be dedicated to military defence
expenditures, and 1.5% to other
defence-supporting investments in
infrastructure and industry.

It is essential that a significant
portion of future investments—par-
ticularly within the 1.5% allocated
to defence-supporting measures—
be directed toward strengthening
cybersecurity in civil society, espe-
cially within businesses. For exam-
ple, in Finland, key sectors critical
to societal functioning each face
cybersecurity investment gaps of
up to €150 million compared to the
maturity levels required by current
conditions and legislation. Cyberse-
curity is a core component of mod-
ern security, alongside police, rescue
services, and national defence. How-
ever, the means to strengthen cyber-
security largely lie outside the hands
of security authorities and instead
rest with other administrative sec-
tors and, above all, the business com-
munity. The vast majority of digital
data, information and communica-
tion systems, and production systems
are managed by private companies.

It is also noteworthy that the success
of military defence depends heavily
on the reliability of civilian digital
infrastructure, such as electricity and
communication networks, data cen-
tres, and production control systems.

When promoting the protection
of digital society, attention must be
turned to businesses and their abil-
ity to manage digital risks. There
is a strong case for significantly
expanding policy measures to sup-
port companies in maintaining
cybersecurity. Successful examples
of impactful policy actions include
the 2023 cybersecurity voucher used
to strengthen the security of compa-
nies critical to national preparedness,
and EU grant-based support for the
adoption of modern cybersecurity
risk management tools in businesses.
Supporting the deployment of the
most advanced cybersecurity solu-
tions in companies would enhance
the reliability of critical infrastruc-
ture, business continuity, and the
preservation of corporate assets—
thus reinforcing the foundations of
economic growth.

Meeting NATO’s defence spend-
ing requirements will demand pain-
ful political decisions from Finland,
especially given the already strained
state of public finances. It is therefore
crucial that any increases in spending
are made in a balanced way, maxi-
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CEO
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mizing societal benefits. Investments
in civil society’s cybersecurity are a
prerequisite for defending a modern,
digital society. So far, the direction in
Finland has unfortunately been the
opposite. Although Prime Minister
Orpo’s government has pledged not
to cut security spending, the admin-
istrative sector responsible for cyber-
security—the Ministry of Transport
and Communications—has faced
budget cuts, unlike other key secu-
rity-related sectors. It is imperative
that improving civil society’s cyber-
security as part of NATO’s defence
spending goals becomes a prominent
issue in the 2027 parliamentary elec-
tions.

The cybersecurity industry plays
a key role in protecting societies,
individuals, and businesses from
the effects of instability in the global
digital environment. Finnish Infor-
mation Security Cluster actively
advocates for increased funding to
improve cybersecurity, emphasizing
the importance of measures aimed at
protecting civil society and strength-
ening the operating conditions of
companies that provide cybersecu-
rity products, services, and solutions.
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The Future Challenges And
Solutions of Critical Communication
in Modern Societies
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Introduction

Technology is developing at a faster
pace than ever before, while the war
in Ukraine and others elsewhere are
morbidly highlighting the challenges
that critical infrastructure faces in
such difficult conditions. New reg-
ulation is trying to meet these chal-
lenges, especially in the EU, but often
also imposes new ones in the process.
Akey part of critical infrastructure is
critical communication, the future of
which is very complex, but that does
not mean it cannot be prepared for.
There are lessons to be learned from
the conflicts around the world and
emerging technologies should be put
to use based on them.

When imagining the require-
ments for future products, it is best
to start by looking at what they are
right now. The logical first step is to
check the legislation, in this case the
NIS2 directive and Finland’s recently
passed cyber law that stems from
it. The most relevant requirements
for communication technologies
include protection of communi-
cation networks and systems, sep-
aration of said systems from any
outside environments, access con-
trol and regular updates. Last but
not least, the systems have to be usa-
ble in times of serious disturbances
and unusual conditions as well. This
calls for resilience, both digital and
physical.

Key Lessons from the
War in Ukraine

The war in Ukraine has first and
foremost shown us how diverse
the methods employed in mod-
ern warfare are, and how quickly
they can develop. At the start of the
war Russia was attacking anything
and everything, but since then the
attacks in cyberspace have become
more precise and targeted. Much
more emphasis is placed on gath-
ering intelligence and tailoring the
attacks for each target to achieve the
best possible results. They are also

more tightly connected to military
and information operations than
before.

Ukraine had already improved
their cyber capabilites during the
years leading up to the full-scale
invasion of 2022. For example, auto-
mated process control systems and
their corresponding cybersecurity
mechanisms were deployed. These
systems have successfully provided
a high level of protection and func-
tionality under conditions of armed
aggression. In addition, the larg-
est operators agreed on permit-
ting national roaming to ensure the
resilience of networks. According
to Ukrainian sources, another key
aspect of a successful cyber defense
is, perhaps a little ironically, the
effective use of offensive cyber capa-
bilites. It seems that attack is the best
defense in cyberspace as well. The
key ideas behind this thought are
deterrence, pre-emptive strikes and
effective retaliation.

The most vulnerable targets for Rus-
sian cyber-attacks have been dif-
ferent parts of Ukrainian critical
infrastructure. Attacks have been
going on for over a decade now, and
new ones are constantly being con-
ducted. The most effective operations
have resulted in widespread black-
outs, complete shutdown of com-
munications networks and growing
public distrust on both governmen-
tal institutions and private com-
panies alike. This highlights the
immense importance of resilience
in civilian infrastructure. Although
not all attacks in the cyber domain
are directed at civilians, they often
provide easier targets due to more
relaxed security measures. The
adoption of standardized (unique)
hardware and infrastructure within
organizations significantly enhances
resilience and facilitates rapid recov-
ery following cyber incidents. The
importance of co-operation and sup-
port from the private sector, volun-
teers and especially partner states has
been proven throughout the war in
Ukraine. Because of the war, Russia

CYBERWATCH FINLAND | 11



and Ukraine are developing roughly
10 times faster than non-warring
states when it comes to cyberwar-
fare, so keeping track of develop-
ments within their conflict is the
key to staying up-to-date on current
cyber capabilities and trends.

The cyber dimension seems to
fulfil a supporting role in kinetic
conflicts worldwide, while also act-
ing as a method of hybrid warfare.
Recently it has above all else acted
as a key component of information
operations. When it comes to Russia,
it seems that most cyber resources are
directed against countries support-
ing Ukraine, rather than Ukraine
itself. Just like within Ukraine, com-
munication systems seem to be a pri-
ority target for Russian operations in
nations supporting Ukraine as well.
Even if a ceasefire in Ukraine would
come into effect, Russia would con-
tinue its cyber operations, which it
tries to maintain below the thresh-
old of traditional warfare. As such,
national resilience needs to be
strengthened even further.

Russia’s information operations
outside Ukraine have likewise
been targeting civilian societies in
an attempt to change public opin-
ion towards narratives that Russia
could better exploit. Russia makes
extensive use of artificial intelli-
gence in its information opera-
tions to produce endless content for
social media and other similar plat-
forms. The platforms spread lies by
instructing AI models to mass-pro-
duce false narratives - for example,
to create thousands of articles con-
taining disinformation and to pub-
lish them online. Russia is also using
Al for reconnaissance and exploita-
tion in cyber operations. Despite
the use of AI and other develop-
ments in technology, human factor
remains the most vulnerable link
in the cybersecurity and managing
vulnerabilities chain. Raising cyber
awareness and maintaining a high
level of cyber hygiene among per-
sonnel remains essential. Phishing
attacks, malware deployment, and

12 CYBERWATCH FINLAND

the creation of botnets are among
Russia’s leading tactics for informa-
tion theft and disruption of informa-
tion and communication systems at
this stage of the conflict.

Future Communication
Solutions as

a Strategic Capability
in a Global Context

In a conflict situation, whether it be
kinetic or cyber in nature, eventu-
ally an attack will succeed in disa-
bling at least some parts of a system.
When that happens, resilience steps
in. First and foremost, systems need
to have backups in case of a failure.
Secondly, repairing them has to hap-
pen quickly.

Resilience is not limited to just
physical infrastructure either. The
importance of digital resilience is
still often overlooked, but in a mod-
ern digitised society it is a crucial
part of security. The aim of digital
resilience is to have the ability to
maintain operations in exceptional
conditions with minimal effort. In
an ideal situation, this capability is
already included into the system dur-
ing the design phase. If the system
already exists, it is important to iden-
tify the most critical parts for conti-
nuity of service and how the system
reacts to disturbances. If the system
is critical, and it does not stay oper-
ational during a disruption, it needs
to be improved. The support of reli-
able vendors and a well-funtioning
supply chain are critical.

Dual-use systems improve resilience,
because interchangeable components
and personnel between civilian and
military system maintenance can
greatly improve the speed at which
systems are repaired. If something
can be used both by the military
and the civilian society, that means
there will be more of them around,
making sure the logistics chains are
not stretched too thin. It can also
provide an opportunity to transfer
a system from civilian to military

use or the other way around and
means parts from one can be used
in the other, greatly improving the
scalability of military systems dur-
ing crises. Regardless of whether the
system is in civilian or military use, it
is important to remember that effec-
tive resilience requires personnel in
addition to components to be close
by, otherwise repairs cannot be com-
pleted quickly.

Dual-use products are not with-
out issues, namely the differing
requirements of security when com-
paring traditional civilian and mil-
itary use cases, but developing such
products does still provide a com-
petitive edge to any companies that
wish to succeed in the current geo-
political environment. What needs
to be kept in mind, however, is the
risk-based approach to such prod-
ucts. That is what the cyber law
and the Critical Entities Resilience
Directive call for, but it is also the
key to understanding the security
requirements of military use cases.
All data should not be processed on
the same device, since gaining access
to it would then instantly provide
an attacker with everything. This
is true for critical infrastructure as
well, and separating systems from
one another can be an effective way
to prevent single threats from taking
out entire capabilities. At the same
time, especially when looking at the
war in Ukraine, it has become clear
that civilian networks are widely
used as backup systems in military
operations. Another cost-efficient
solution for a backup system for the
new Virve 2.0 could be a network
utilising a low-band spectrum.

Systems need to be customisable
for different use cases and targets.
Since different users will obviously
have different use cases for the
product, it must be easy to adapt it
to those needs. When developing a
dual-use product from the ground
up, this has to be kept in mind. Quite
often it can mean that a system used
primarily by the civilian society
needs to have its security improved
when it is transferred into military



use. Network slicing can be a part
of the solution for critical services
— delivering priority service, lower
latency and faster speeds. The slicing
could possibly be used to increase
security as well, by cutting off the
part of the network used by the mil-
itary from its civilian counterpart,
for example.

The Open Radio Access Network
is an emerging technology that can
be used to optimise the radio net-
work with the help of open interfaces
and an advanced division model for
radio network functions. For exam-
ple, some of the base station’s func-
tions can be transferred to the cloud
so that it can distribute the availa-
ble radio capacity more efficiently
to other base stations. The concept
would be useful in the dynamically
changing combat situations of mil-
itary operations. By integrating Al
into the RAN architecture, the use
of radio resources and frequency
management can be optimised and
the overall efficiency of the system
improved by enhancing adaptation
to dynamically changing telecom-
munications and frequency condi-
tions. The real-time operations of
the AI-RAN system place additional
demands on the implementation and
performance of AI algorithms due
to resource and latency limitations,
which can be somewhat mitigated by
edge computing. It means perform-
ing some of the computation “at the
edge”, in other words near the physi-
cal origin of the information, instead
of in the cloud. It can help reduce the
strain on networks and speed up pro-
cesses, since less data is sent to a data
center and back.

A key requirement when it
comes to communication is relia-
bility. When looking at the war in
Ukraine, disruption of communi-
cations has been a recurring theme
during the conflict. Methods that
would be more resistant to jamming
and other forms of disruption could
be real gamechangers on the battle-
fields of Ukraine and any future con-
flict areas. Al-integration can help

tackle these issues, since Al-driven
networks can enhance network efhi-
ciency, reduce latency, and enable
seamless connectivity across satel-
lite, aerial, and terrestrial networks.
Perhaps the most significant fac-
tor influencing the development of
Al is quantum computing. That is
because unlike normal computers,
quantum computers can investigate
all the possible solutions at the same
time thanks to superposition and
quantum entanglement. Quantum
computers also have a way to dra-
matically cut down the time it takes
to solve the mathematical problems

currently used to cypher communi-
cation from thousands of years to
hours or even minutes. Suffice to say,
the ability of quantum computers to
fairly easily break nearly every type
of encryption method currently in
use has huge implications for cyber-
security. The best possible way to pre-
pare for this is probably going to be
to look for “crypto-agile” systems—
ones where switching from one form
of encryption to another is easy. This
way it will be much easier to keep up
with the undoubtedly rapid updates
to quantum-resistant encryption
methods.

CYBERWATCH FINLAND | 13



Another requirement for future
communications systems will be
the ability to divide information into
different categories of protection, for
example into public, confidential and
secret. Those could easily represent
civilian, critical infrastructure and
military actors and their require-
ments for communication security.
It might not be necessary for civil-
ian communication to be protected
against quantum threats as early on
as military or critical infrastructure,
since these two are more likely to be
targeted by hostile actors with early
quantum capabilities. The require-
ments for security are different in
other aspects as well, so it is some-
thing to keep in mind when design-
ing dual-use systems.
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Cloud technologies could improve
resilience and allow for more dual-
use items to be easily integrated into
defense solutions, with tactical edge
computing further improving resil-
ience and making sure connections
are not overloaded. Thus cloud ser-
vices could be one part in a solution
for developing more flexible sys-
tems and structures. The scalabil-
ity of cloud networks could enable
unprecedented situational aware-
ness, support for autonomous sys-
tems, realtime target tracking and
more powerful simulation tools. That
said, not everything can be solved
by cloud services. Even with a com-
pletely separate cloud system, secu-
rity will be a big concern, and secret
data might be best kept out of the

cloud completely. Therefore the need
for more traditional communication
solutions remains.

Another key communications tech-
nology is the use of satellites, which
has seen explosive growth in the
past couple of years. At the fore-
front of this change is the emer-
gence of non-terrestrial networks
(NTNs)—networks that completely
circumvent conventional ground
infrastructure. These days, satel-
lite organizations supply high-speed
access to even the most remote and
underserved regions of the world by
providing connectivity from space.
This has already been proven criti-
cal to Ukraine’s military command
structure, and it does not take a lot of




imagination to picture how impor-
tant NTNs are in areas where crit-
ical infrastructure on the ground
has been partially or completely
destroyed.

Suffice to say, NTNs are going to
become an almost mandatory backup
system for both civilian and military
communication during future crises.
Satellite-based solutions could also
be the best possible backup system
for the communication of Finnish
authorities, since a traditional radio
network is much easier to destroy—
especially if the network infrastruc-
ture is located close to other critical
infrastructure. The Finnish Defence
Forces is already investing into space
technology during the coming years,
so communication systems could be
a part of this development.

Strengthening National
Resilience

When combining the lessons learned
from Ukraine and elsewhere with the
possibilities of emerging technology,
it is possible to deduce solutions for
the future challenges of critical com-
munication in modern societies. Per-
haps the most important requirement
of any future critical infrastructure
is resilience, both digital and physi-
cal. Especially based on the experi-
ences from the war in Ukraine, that
resilience should include resistance
to electronic warfare operations.

Systems need to be well protected
of course, but a fool-proof system
does not exist. When something
eventually does go wrong, there need
to be backup systems available, and
the repair or replacement of the orig-
inal has to happen quickly. The way
to facilitate this is through ensuring
components and personnel are close
enough to enable a quick response.
Dual-use systems are one way to
achieve this, since the expertise of
personnel and interchangeable com-
ponents can then be borrowed from
civilian systems to military ones and
the other way around.

Dual-use systems do provide chal-
lenges too. Ensuring sufficient secu-
rity for military use of civilian
products is the most prominent
one. Testing the systems and prac-
ticing with them can also prove to
be more challenging than what it
would be with strictly military sys-
tems, but fortunately Finland has a
long history of close co-operation
between the military and other
parts of the society. Co-operation
between the private and public sec-
tors must be seamless, and concepts
that have been proven to work, such
as national roaming in Ukraine,
should be prepared in advance to
enable quick reactions. Unneces-
sary political obstacles for resil-
ience should also be removed when
establishing trusted partnerships
with companies. Only through
the common multi-actor-model of
companies and the public sector
can digital sovereignty be ensured
at all times.

Future systems need to be highly
customisable as well, because the
operational environment is in a
constant state of change. This is
observed best in Ukraine, where the
development cycle of drones is get-
ting quicker and quicker. Promi-
nent trends in technology, such as
Al 5G/6G, satellites, cloud services
or quantum computing, are going to
provide unique opportunities and
challenges for communications sys-
tems. It is therefore imperative to pay
attention to the development of these
key capabilities in the near future.
Being able to adapt systems already
in use for new innovations and use
cases is a massive benefit both finan-
cially and in terms of time when
compared to the prospect of acquir-
ing completely new hardware and
software every time a new capability
is developed. Critical infrastructure
operators must build a networked,
cyber-secure entity that uses alter-
native forms of data transfer and
advanced technologies to achieve the
necessary resilience at different lev-
els of operations.
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The Illusion of Transparency: Data
vs. Intelligence on the Battlefield

16

Abstract:

Hybrid warfare integrates both military and
non-military tactics, leveraging Al, cyberspace, and
the information realm as force multipliers. Cyber-
space and the information realm serve as a domain
and battlefield, while AT accelerates decision-mak-
ing and disinformation. Modern surveillance fosters
a perception of a “transparent battlefield,” yet raw
data is not actionable intelligence and understand-
ing adversarial intent remains the challenge. The
West faces a dilemma: adversaries exploit Al with-
out restraint, while ethical and legal limits hinder its
own capabilities. Regardless, AI's use in hybrid war-
fare is inevitable, and will require strategic adapta-
tion to maintain a competitive edge.

Bottom-line-up-front:

AT cyberspace, and the information realm shape
the 21st-century battlefield, creating the illusion of
total transparency. However, while data is abun-
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dant, true intelligence—the understanding of
intent—remains elusive, forcing the West to choose
between ethical Al restraint and strategic disad-
vantage.

Problem statement:
How to understand the claim for transparency on
the battlefield in a digitised world?

So what?:

Western military and political leadership must pri-
oritise the integration of AI, not merely for data
gathering, but for producing and exploiting action-
able Intel in real-time—including understanding
adversarial intent. This requires collaboration with
private tech companies under strict ethical and legal
frameworks to ensure strategic advantage without
sacrificing accountability. Simultaneously, analogue
systems must be maintained to safeguard against
technological failure or compromise.



Modern Conflicts,
Data and Intel

21st-century conflict is increasingly
shaped by the dynamics of hybrid
warfare, an approach that integrates
conventional military operations
with non-military means.! Hybrid
warfare employs all instruments of
national power, including economic,
diplomatic, informational, and mili-
tary capabilities, alongside semi-gov-
ernmental and private entities that
act as complementary effectors. In
this complex environment, artificial
intelligence (AI), cyberspace, and
the information domain emerge as
critical enablers and force multi-
pliers, fostering the perception of a
so-called “transparent battlefield.”
Most recently, the employment of
Unmanned Aerial Vehicles (UAVs)

on both sides in Russia’s war against
Ukraine have evoked claims of a vit-

reous battlefield.” Likewise, similar
conclusions were drawn following
the 2020 Nagorno-Karabakh war
between Armenia and Azerbaijan.
What was overlooked in this case
was the fact that Tirkiye provided
Azerbaijan with a “Turkish All-In-
clusive” package, covering train-
ing, education, materiel, intelligence
(Intel), and battle damage assessment
capabilities.’

However, the reality is that
transparency remains largely illu-
sory, and claims of such are nothing
new. More than 100 years ago, Giu-
lio Douhet forecasted in his well-re-
nowned opus “Command of the
Air” that there would be no more
hiding on the battlefield, no more
distinction between civilian and
military targets, and no more covert
movement of forces, due to air pow-
er’s overwhelming impact.# Simi-
larly, cyber warfare and spectrum
warfare-the control, development,
and use of advanced electromag-
netic (EM) spectrum technologies
for strategic advantage and mission
success in military engagements
and intelligence gathering-tempted
humankind to assume battlefield
omniscience.®

The assumption is that modern
reconnaissance capabilities have ren-
dered covert movement impossible.
Yet, this perspective overlooks a fun-
damental distinction between raw
data and actionable Intel. In none
of these examples did a belligerent
achieve decision-making superior-
ity due to enhanced data collection-
which is, ultimately, the outcome of
either quantitative and/or qualita-
tive or innovative sensors. Raw data
does not automatically bequeath
automatic comprehension of an
opposing force’s intent. Such com-
prehension comes from superiority
in Intel production, dissemination,
and exploitation, leading to superi-
ority in decision-making that made
a difference on the battlefield. Raw
data is the foundation of Intel, not
the basis for decisive action.®

While AL cyberspace, and infor-
mation technologies excel in collect-
ing and processing vast amounts of
data, they often fall short in inter-
preting the intentions of the actors.
The ability to gather data is not syn-
onymous with understanding the
strategic objectives, motivations,
or psychological drivers behind
adversarial actions. As a result, the
so-called transparent battlefield is, in
reality, an incomplete and sometimes
misleading construct.”

The Ukrainian Armed Forces’
so-called Kursk incursion in 2024
illustrates this. The Russian Armed
Forces had reams of raw data; how-
ever, the operation’s purpose caught
the Russians off guard. Ukrainian
forces were not invisible to Russian
sensors, yet due to a lack of under-
standing about their purpose and
intent, the Ukrainian Armed Forces
penetrated Russian territory and
seized, to Vladimir Putin’s embar-
rassment, a swathe of territory in
the Kursk region. Consequently,
this Ukrainian operation not only
raised attention in the information
domain; it fixed Russian forces for
months and even led to the deploy-
ment of approximately 12,000 North
Korean soldiers in the region.

Reinforcing the fallacy of the
transparent battlefield, it is unclear—
despite Russian claims—whether the
Russian Armed Forces have man-
aged to fully clear the incursion at
the time of writing.®

Intel as
Foundation for
Decision-Making

Understanding an opponent’s intent
within means and capabilities is vital
for planning on all levels of com-
mand, within and without the mil-
itary realm. Indeed, the peculiarity
of human decision-makers makes
it almost impossible to fully under-
stand or even predict an actor’s intent
with certainty. Humankind is often
unpredictable. Consequently, all
Intel is, to a certain extent, a best
guess, based on historic data, best (or
worst) practices, patterns and proba-
bilities. It is an assumption that has
to be validated perpetually.® How-
ever, this best guess provides plan-
ners in all realms and on all levels
of command with a foundation for
developing appropriate measures.
Intel is, therefore, a vital means to
situational understanding.

In this context, cyberspace plays
a dual role in modern conflict: it is
both an artificially created domain
and an active battlefield. When com-
bined with the information realm,
cyberspace becomes a crucial factor
in all phases of hybrid warfare. Al
in particular, accelerates the spread
of information and disinformation,
enabling rapid decision-making and
influencing adversarial strategies.

Since human processing capabili-
ties are limited by nature, both Al
and cyberspace have the potential to
alter the quality and velocity of Intel
development. So far, and in the West-
ern world, both are mainly employed
to gather information and data.'
They set the scene for Intel develop-
ment or the visualisation of collected
data rather than creating an exploit-
able understanding of opposing
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forces’ intent. Without this critical
understanding, Al and cyberspace
might evolutionise rather than war-
fare; in other words, they may pro-
vide more of the same but at volume
and velocity instead of changing the
rules of the game.

In this regard, cyberspace and
Al might be game-changers. Sup-
pose raw data can be processed more
accurately to develop and dissemi-
nate an operational understanding
of opposing forces’ intent in real-
time; Intel can be developed not only
based on historic data but in corre-
lation with an actor’s most recent
deeds and most likely understand-
ing of their necessities and urgencies;
the employment of Al that consid-
ers ethical, moral and legal standards
accordingly so Al can be embedded
in mission command principles.
Then, the scene is set for superiority
in decision-making; indeed, poten-
tially for all warring parties.
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“I Need Some Intel, and
I Need It Fast”

Technological advances, such as
uncrewed systems, satellites, and

cyberspace, mean that decision-mak-
ers and modern deployed armed
forces are well-supplied with data.
The challenge nowadays is how to
filter the Big Data for the irrele-
vant from the relevant information
in a timely manner. Collected data
must be processed to gain valuable
information, which has to be eval-
uated and turned into intelligence
and knowledge. This theoretically
simple process presents profound
challenges. Processing data requires
analytical and technical support to
ensure currency, and the human
information computing capability is
the limiting factor in this process."
Consequently, Al may mitigate this
human limitation or even render it
obsolete.

For example, regarding Al, the
People’s Republic of China (PRC),
is superior to the U.S. in setting the
benchmark for quantum suprem-
acy by combining AI and Quantum
Computing as a quantum intelli-
gence service."” Processing, evaluat-
ing information, and disseminating
intelligence on time are preconditions
for decision-making superiority; they
allow the creation of multiple dilem-
mas for an opponent. However, tech-
nology itself is an opportunity for,
as well as a potential threat to, the
respective superior power. It is heav-
ily linked to a capable industrial base
and technology but bears the risk of
creating dependence on technology
and its weak points."

Threat

Relying on high technology runs a
risk of creating a kind of defence-in-




dustrial dependence on other global
powers. Indeed, to a certain extent,
this applies to all major pow-
ers—never mind small states. The
PRC, for example, is attempting to
address this issue through its “Made
in China 2025” state plan."* Whereas
substantial progress toward self-re-
liance has been made regarding
ship-building, aerospace, and mis-
sile technology, the PRC still falls
short, for example, in producing
semiconductors. Since the latter are
vital, especially regarding comput-
ing, AT and cyberoperations, this is
a serious shortfall in preparation for
or ensuring deterrence against war;
it becomes an existential threat in
(sustainable) war.

Even though the U.S. has built
the most developed defence-indus-

trial base, it lacks, interestingly, the

same shortfalls, namely dependence
on semiconductor imports.!> Meas-

ures like the CHIPS and Science Acts
were taken. However, it will take
years to achieve full self-reliance.’® In
consequence, the U.S., as the lead-
ing Western military power, runs the
same potential risk as its global main
adversary, the PRC. This is particu-
larly surprising since the so-called
Western way of warfare (in fact, the
U.S. way) is based on possessing the
technological edge, especially in the
long run.

Losing its strategic technological
advantage will, inevitably, urge the
U.S. to fundamentally adapt its doc-
trinal approach to warfare. This is
in stark contrast to the PRC, which
might—nothing more than—fall
back on its default doctrines and
strategic approaches to warfare,
which were based on quantitatively
overwhelming an opponent, com-
bined with a willingness to bear
substantial human and materiel
losses."”

Besides, and this is valid for all
powers, high technology is a vulner-
ability by itself. AI systems can be
hacked, influenced and even turned
against their human masters. Indeed,
there might be technical solutions to

these issues. Nevertheless, there will
remain a certain risk despite defence
industry claims of game-changing
Al security.'®

Consequently, and as with many
developments in military technol-
ogy throughout history, AI bears
risks for all belligerents. Contrary
to previous developments, Al is not
solely a military asset that dwells in
the military domain. Private corpo-
rates are critical players in modern
conflict, often connected to battle-
fields via cyberspace. In times when
global companies’ annual financial
surplus exceeds the (defence) budg-
ets of major European countries,
one must not neglect these “inde-
pendent non-state” actors.'” There
are several reasons why US Presi-
dent Trump surrounds himself with
so-called “TechBros”.** Elon Musk,
Mark Zuckerberg, and Jeft Bezos,
undoubtedly, supported his cam-
paign financially. Even more, their
respective companies collect vast
amounts of global data and hold
profoundly influential opinions.

Like mercenaries in past times,
these actors might go (or change) to
the highest bidder, pose an inher-
ent risk to data and Al security, and,
ultimately, further monetise war-
fare. Those owning cyberspace as
a means of data transportation and
storing, possessing data, and having
access to Al-assisted decision-mak-
ing systems, eventually influence (or
dictate) the course and outcome of
wars. Tech giants could conceiva-
bly transform into warlords, and
war become a means to an eco-
nomic end.

Opportunity

On the flip side, embracing emerg-
ing and disruptive technologies
bears several undeniable advan-
tages. Algorithms and machines
can work almost incessantly and
thus replace the limiting (human)
factor in running the Intel cycle
and decision-making process. Mil-

itary approaches and doctrines can
be automatically assessed, patterns
in human decision-making under-
stood via automated Operations
Research (OR),” likelihood and
probability recognised, and plau-
sible decisions forecasted. Al can
increase the speed of these pro-
cesses, and also optimise processes
that are, as things stand right now,
restricted by limited human pro-
cessing capacities.

A full and unrestricted employ-
ment of Al could upend the stra-
tegic paradigm, similar to the
strategic upheaval following the
advent of nuclear weapons: a tech-
nological leap forward that, accord-
ing to the U.S., saved hundreds of
thousands of lives while still kill-
ing tens of thousands.” Like the
nuclear bomb, Al could contribute
to a strategic parity of the sort that
once led to relative peace and stabil-
ity. Additionally, if handled appro-
priately, AT has the potential to add
sanity to the (irrational) human
endeavour of war.??

Indeed, there will still be no cer-
tainty! Human behaviour is unpre-
dictable. It is influenced by very
human characteristics such as pride,
fear, fury and anxiety. Human-
ity is full of irrationality. Whereas
European leaders assessed Russia’s
aggression as presumably irrational
due to the “change through rap-
prochement”, Russia and President
Vladimir Putin see themselves in an
inevitable struggle against Western
imperialism and for national auton-
omy.** However, the so-called global
West’s assumptions were rather emo-
tional than rational.

Al follows the rational. Rus-
sia, and especially Vladimir Putin,
knows and follows the drill. Russia’s
policymakers sit down every time the
West stands up.”® Al acknowledges
their, seemingly, endless record of
broken treaties and agreements. Al
understands Russia’s misbehaviour,
including but not limited to, the Hel-
sinki Accords, the UN Charter, the
Intermediate-Range Nuclear Forces

CYBERWATCH FINLAND 19



Treaty, the Budapest Memorandum,
and the Minsk Treaties. Contrary
to human beings, AI understands,
acknowledges and considers this
proven record of broken accords.?
AT concludes without emotions and
hope; it uses Operational Research,
best practice, with high speed. It
does so on the strategic level, where
the employable means are by far
broader than on the operational or
tactical level. The lower the level
of command, the more limited the
field of options becomes. However,
this influences human assessments
even more than Al-facilitated deci-
sion-making. Consequently, AI has
the potential to enable superiority in
decision-making on all levels of com-
mand.

So, if commanders and deci-
sion-makers require Intel quickly,
Al-supported processes will be
key. Their speed, adaptability, and
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capacity to process vast amounts of
data in real time, if harnessed sys-
tematically may provide modern
forces with a significant operational
edge. However, the fundamen-
tal nature of warfare—with its
uncertainty, unpredictability, and
potential for disruption—demands
built-in redundancies.?” Just as
human forces can be misled or over-
whelmed, technological systems
can also be neutralised, compro-
mised, or exploited by adversar-
ies. Therefore, analogue fallback
options will always be necessary
to ensure resilience in the face of
digital failure. While timely and
accurate Intel is vital, once the fog
of war descends, even delayed or
partial intelligence is preferable to
none at all. Consequently, even if
AT supports decision-making, there
will be an inherent need for trained
and educated staff officers capable
of operating if technology fails.

The Art of the Deal..

Policies for AI employment are
often concern-driven rather than
technologically (r-)evolution-ori-
ented— especially in the global West.
One of the main concerns revolves
around the ethical contemplation
that AI lacks morality, and, there-
fore, might act against the so-called
Western standards. Most European
nations find themselves in the Euro-
pean Union (EU), which defines itself
as a Union of values. Human dig-
nity, liberty, democracy, equality, the
rule of law and adherence to human
rights are enshrined in Article 2 of
the Treaty of the European Union.?
Whereas this treaty solely binds EU
member states, one may assume that
most Western nations ascribe to
these values, at least verbally. Nev-
ertheless, European nations have to
adhere to these values, especially in
warfare. This is particularly true if



one accepts that military employ-
ment is ultimately meant to project
a nation’s or community’s values and
morale.”

The argument circulates around
the ethical considerations that Al
lacks moral judgment. AI has no
soul, no consciousness, and no sense
of (morally) right or wrong. An algo-
rithm follows pre-set rules within a
defined framework. However, Al
is more complex than commonly
assumed. Decisions are not taken
binarily. AI works with assessed
probabilities. Moreover, it operates
within a framework and rules that
humans set. In short, the expected
and acceptable outcome depends on
the quality, conciseness, and clar-
ity of the framework and the rules.
Moreover, there’s the question of
accountability for machine failure
and violations of the laws of war.

Nevertheless, as superficially rea-
sonable as it seems, the argument
seems out of context. It assumes
human beings take conscious, rea-
sonable, ethically and morally cor-
rect decisions. As a matter of fact,
we humans have an obnoxious
record in adhering to rules, agree-
ments and values developed by and
for ourselves. Humankind defines
ethics and moral; and humankind
abandons, disregards and, even-
tually, redefines ethics and morals
as it deems appropriate or, moreo-
ver, useful. Merely within the last
100 years, and without the support
of AI, humankind initiated and, at
times, morally justified, coloniali-
sation, slavery, human trafficking,
child abuse, genocide, ethnic cleans-
ing, two world wars, more than
100 wars,*® and the invention plus
the (twice) employment of nuclear

weapons. As empiricism illustrates,
and with this (even tightly framed!)
historical human record, it appears
hypocritical to neglect AI due to eth-
ical and moral apprehensions.
Additionally, there’s the question
of accountability. Human-made law
applies to human beings. However,
legal accountability in war matters
because it protects lives, delivers jus-
tice, upholds international norms,
and helps prevent future violence.*
Yet, algorithms can’t be made
accountable for violations of (inter-
national) law. From the author’s
point of view, what appears to be a
show-stopper for AI employment
in warfare is another fig leaf for not
employing contemporary technol-
ogy. Indeed, there is accountability.
Certainly, AI might decide on life or
death on a human’s behalf. However,
so does, the end of the day, a smart
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bomb. No doubt, the shooter/opera-
tor/employer is to be held account-
able for the caused effect. Voices in
the Western world that blame the
defence industry or weapon-deliv-
ering states for harm done in war
are both irrational and a minor-
ity vote. Yet, there is a connection
from arms production to deaths on
the ground, and unlike industri-
alists commanders and soldiers in
the field are often legitimately held
accountable for their deeds. One
can contextualise this divergence in
accountability through the humble
landmine, mines don’t care about
ethics and morals. Moreover, not
all countries have even signed the
related Ottawa Convention. Some
even left the Convention. Neverthe-
less, both mines and mine producers
are hardly legally held accountable
for more than 4,500 annual casual-
ties worldwide. The forces position-
ing the mines are those held liable!

Moreover, even if Al makes deci-
sions, it does so within a framework
set by humans. Whether the human
is in or out of the loop, there is still, at
a certain point, human oversight and
“rule setting.” AT employment does
not automatically mean we will see a
Terminator-style “Skynet” scenario.*
Consequently, it remains questiona-
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ble whether the probability of losing
control over an algorithm is higher
than suffering from ungovernable
subordinates.

Furthermore, belligerent pow-
ers’ comparably lower adherence to
Western-style standards must evoke
remarkable concern. The aforemen-
tioned values and concerns do not
pre-emptively impact their thoughts
or actions regarding Al Nevertheless,
both the PRC and Russia introduced
ethical rules for AT employment. Yet,
they do so from a different perspec-
tive and with an unalike purpose.
Antagonists set these rules to align
Al with political purposes, not to
endanger political leadership. Eth-
ics and morals are used to ensure
a regime’s survivability.*>** So, the
wording might be the same; however,
it follows a different rationale.

Use It or Lose It

The integration of AI into warfare
presents both strategic opportunities
and existential risk. While adversar-
ies like the PRC and Russia adopt Al
with few (or simply different) ethi-
cal reservations, the Western com-
munity of nations faces constraints
rooted in legal and moral principles,
potentially leading to operational
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disadvantages. Despite advances in
reconnaissance and AI, the notion
of a fully “transparent battlefield”
remains largely illusory—data alone
does not equate to actionable intel-
ligence. Human intent, shaped by
unpredictable behaviour, still eludes
even the most advanced systems. Yet
from today’s vantage point, the bat-
tlefield increasingly appears trans-
parent. This perception, however, is
expected to be challenged as technol-
ogy evolves.

Intel—not raw data—remains
the foundation for decision-mak-
ing, underscoring the continuing
importance of human interpreta-
tion. Al can accelerate data process-
ing, but it must be framed within
human-made ethical and accounta-
bility boundaries. Furthermore, reli-
ance on high-tech systems introduces
vulnerabilities; they can fail, be com-
promised, or exploited. Therefore,
analogue fallback options remain
vital to maintain operational resil-
ience. As Al reshapes command and
control, its success will depend on
how well humans define its rules and
integrate it into established military
doctrines. Ultimately, AI may offer
an edge—but only when balanced
with enduring principles of human
oversight, ethical governance, and
redundancy in system design.

MATTHIAS WASINGER
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Briefly:

In today’s interconnected world, the online eco-
system has become a double-edged sword, foster-
ing both unprecedented connectivity and alarming
levels of polarization. Across the globe, from Fin-
land to far-flung nations, societies are grappling with
the consequences of information silos, algorithmic
biases, and the deliberate spread of divisive nar-
ratives. These polarization phenomena can be the

CYBERWATCH FINLAND

ormation

natural outgrowth of online algorithms that push
users towards extreme content’, or they can stem
from other deeply rooted social factors, or even from
sophisticated information warfare campaigns waged
by foreign regimes. This global issue poses a signifi-
cant challenge to democratic discourse and societal
cohesion, creating fertile ground for external actors
to exploit existing divisions.



Reports from the University of
Gothenburg have consistently iden-
tified Taiwan as the country most
severely impacted by foreign dis-
information for several consecu-
tive years.” Trends show that China
is also waging similar information
attacks against more democracies
and sharing its mechanisms and
experiences with other authoritar-
ian regimes.

Given this, we believe it is crucial
to share our lessons from Taiwan in
confronting China’s information
warfare. By reviewing what we have
learned with our democratic allies,
we can hopefully better counter these
challenges together.

Exploiting Discord
to Advance Geopolitical
Goals

China has demonstrably capital-
ized on this global polarization, par-
ticularly in its strategic pursuit of
annexing Taiwan. Beijing’s approach
involves a multi-pronged informa-
tion warfare strategy designed to
influence public opinion, erode dem-
ocratic institutions, and ultimately

achieve “unification” without direct
military conflict.

At its core, China’s information
warfare in Taiwan aims to achieve
several high-level strategic objec-
tives:

« Promote unification” (annexa-
tion): Beijing consistently pushes
narratives that portray the eco-
nomic and technological oppor-
tunities offered by closer ties with
China as highly attractive for Tai-
wanese citizens. Messages like
”Both sides of the Strait are one
family” culturally, are frequently
used to foster a sense of shared
identity.

o Undermine attachment to Tai-
wan’s independent, democratic
status quo: A significant part of
the strategy involves discrediting
Taiwan’s democratic government
and electoral processes. Narratives
frequently suggest that democracy
itself is chaotic and fails to serve
ordinary people, the government
is corrupt, and the electoral system
is fraudulent.

o Create anxiety about the strate-
gic situation: China seeks to instill

a sense of futility regarding resist-
ance. This is achieved through
messages emphasizing the over-
whelming strength of the Chinese
military compared to Taiwan’s
smaller, less capable forces, and by
sowing doubt about the willing-
ness of the United States to come
to Taiwan’s aid.

These objectives can be summarized
as: "Unification is attractive, democ-
racy isn’t working for you, and any-
way resistance is futile.” If a sufficient
number of Taiwanese citizens come
to believe these core messages, Bei-
jing hopes they will vote for pro-
China politicians, paving the way for
annexation without a fight.

Beyond these primary goals,
China also aims to:

« Divide Taiwan’s society: By
exacerbating existing societal
cleavages, China weakens Tai-
wan’s collective will and its abil-
ity to pass legislation that would
strengthen its defenses. This divi-
sion also erodes public satisfaction
with democracy, feeding into the
second objective’.

Composition of the Cambodian Coordinated Group

Content Creator

Controversial content
or disinformation
is created

Twitter and
Facebook Accounts

Oir
o il

Controversial content
or disinformation

is posted

Political
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- . community as possible

Posts then shared to groups

Figure 1 Chinese Information Attack

Facebook Groups
Q Taiwanese groups
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o Degrade the pro-Taiwan politi-
cal camp: China consistently tar-
gets the pro-Taiwan political camp,
often portraying them as "provok-
ing China” and thereby harming
ordinary citizens through eco-
nomic or military repercussions *.

To achieve these deep narratives,
China employs a steady stream
of "granular stories” as evidence.
Rather than directly stating “the
government is corrupt,” the strategy
involves a constant flow of specific,
often fabricated or exaggerated, sto-
ries about corruption, such as alleged
malfeasance in importing toxic eggs
or unsafe vaccines.® These formulaic
story patterns become “propaganda
tropes” that, over time, are designed
to embed China’s core messages into
Taiwan’s public consciousness.

For example, to promote eco-
nomic opportunities, specific sto-
ries of Taiwanese businesspeople or
artists succeeding in the Chinese
market are highlighted. To portray
Taiwan’s military as inept, any new
equipment failures are amplified.

China’s influence extends beyond
mere messaging; it employs “hybrid”
elements, integrating information
warfare with other tools of state
power. Examples include:

o Cutting undersea internet cables:
This creates strategic anxiety,
demonstrating China’s ability to
isolate Taiwan®.

Attempted assassination of Tai-

wan’s VP in Prague: This one

failed, but suppose they succeeded?

The message would have been that

China is all-powerful and can even

murder Taiwan’s vice president

when visiting an ally in Europe.”

Military drills and economic

manipulation: These actions® are

presented as responses to perceived

“provocations” by Taiwan, aiming

to create fear and economic hard-

ship®, thus tying back to the nar-
rative that the pro-Taiwan political
camp is "provoking China.”

« Hacking: During moments of
heightened tension, such as Pelo-
si’s visit, 7-11 displays were hacked
to induce strategic anxiety."

The infrastructure supporting these
campaigns is vast and sophisticated,
leveraging both official channels
(diplomats, state media) and covert
state-linked accounts that mimic
independent voices. Increasingly,
China relies on local actors within
Taiwan to seed and amplify its mes-
sages. These local actors can be gen-
uinely aligned with China’s interests,
entrepreneurial individuals seeking

to monetize attention, or direct prox-
ies receiving funding and orders.
This approach enhances effective-
ness, as local voices are more trusted,
and obscures Beijing’s involvement,
allowing it to claim these are "inter-
nal issues.”

A concerning development is
the ”industrialization of informa-
tion manipulation” through private
”influence for hire” services. Compa-
nies like GoLaxy reportedly use Al to
collect social media data, build psy-
chological profiles of citizens, and
deploy Al-driven fake accounts for
targeted persuasion.' Furthermore,
there’s an observed overlap between
financial scamming networks and
China’s information warfare infra-
structure, with many operations
traced back to organized crime hot-
beds linked to China'%.

The impact of platforms like Tik-
Tok is particularly alarming. Its algo-
rithmic recommendation engine,
controlled by the Chinese govern-
ment, is observed to correlate with
an increased belief in China’s deep
narratives among Taiwanese users,
regardless of their existing polit-
ical preferences. This suggests a
systemic manipulation of the infor-
mation environment disproportion-
ately affecting younger generations,




potentially reshaping Taiwan’s future
political landscape.”

Beyond Taiwan:
A Global Playbook

China’s information warfare is not
confined to Taiwan; it’s a global play-
book with elements applied to vari-
ous countries and regions'.

A strategic interest that crosses
international boundaries is image
management. China has employed
similar propaganda tropes to white-
wash human rights abuses in Hong
Kong and East Turkestan. The full
spectrum of the PRC’s infrastruc-
tures of information manipulation
are deployed to spread propaganda
tropes such as “Happy Uyghurs”
that presents a Potemkin village of
smiling, dancing Uyghurs in tradi-
tional dress to counter international
criticism and justify Beijing’s poli-
cies °.

At a global level, China aims to
undermine faith in democracy as
a system, and to drive divisions
within societies that serve their
strategic interests. Similar opera-
tions have been observed to divide
target audiences within and drive
wedges between other countries:

: significance and nature ol
ut action is decentralized,

o Lithuania: GoLaxy has reportedly
been involved in operations aimed
at driving division between Taiwan
and Lithuania at the international
level's.

« India: An astroturf campaign
spread a narrative claiming that
allowing Indian workers into Tai-
wan would lead to a sexual assault
epidemic, gaining traction among
Indian influencers and portray-
ing Taiwan’s society as racist to
Indian audiences”. In the Indian
information space, China pushes
narratives attacking the Indian
government, degrading the image
of Prime Minister Modi, stoking
divisions in India’s northern bor-
der regions, and attacking percep-
tions of India’s democracy with
polarizing content®.

o Philippines: China amplifies
internal divisions in the Philip-
pines, deploying state media and
inauthentic social media assets to
spread disinformation, such as a
recent deepfake of President Mar-
cos purportedly using drugs®.
United States: During the 2024
US election, a massive cross-plat-
form network of inauthentic social
media accounts attributed to Chi-
na’s Ministry of Public Security
was observed amplifying domes-
tic political divides®.

Figure 2 A model for Foreign Information Manipulation
Resilience — Building FIMI Resilience Democracy

This demonstrates that China’s
strategy of exploiting and amplify-
ing polarization is a pervasive tactic
used to achieve its geopolitical objec-
tives across diverse contexts.

Beyond China’s direct informa-
tion warfare against other nations,
there are also many signs of strate-
gic and tactical alignment with other
authoritarian states such as Russia,
Iran, and North Korea in the infor-
mation domain®.

The Path Forward:
Safeguarding Democracy
in the Digital Age

The challenges posed by sophis-
ticated information warfare and
online polarization demand a robust
and multi-faceted response.

First, enhanced monitoring and
reporting are crucial. A comprehen-
sive understanding of China’s hybrid
cognitive warfare infrastructure, its
methods, and its key actors is neces-
sary for situational awareness and to
gather objective evidence for future
actions.

Second, strategic communi-
cations must be prioritized. This
doesn’t mean engaging in infor-
mation manipulation, but rather
empowering pro-democratic com-

[ ' ] WHOLE-SOCIETY

Taiwan's resilience is expressed across
a swathe of institutions including
universities, civil society organizations,
mecdia autlets, and secial platforms
Initiative is diffuse rather than
concentrated,

4 EVOLVING

Taiwan's approach is not static, but moves
in step with changes in the FIMI threat.
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municators, influencers, and content
creators to defend democratic values
and engage key audiences with evi-
dence-based narratives. Given the
vast resources China invests, strate-
gic targeting of audiences and mes-
sages is paramount.

Third, policy development is
essential. Laws and regulations
need to be adapted to disrupt Chi-
na’s infrastructure of information
manipulation. The overlap between
financial scamming and informa-
tion warfare infrastructure presents
an opportunity to develop legisla-
tion, perhaps using consumer fraud
laws, to prosecute fake social media
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accounts and the entities behind
them.

Fourth, coalition building is
vital. Democracies are out-resourced
and often out-coordinated by author-
itarian regimes. By sharing intelli-
gence, resources, and aligning on
strategic communications, demo-
cratic nations can collectively coun-
ter shared threats, such as resisting
economic warfare and military
adventurism. This is not just a high-
minded ideal but a matter of collec-
tive self-interest.

Finally, it is crucial to recognize
that this is fundamentally a politi-
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tand how these narratives shape
public opinion and to build strate-
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lience.

cal problem. While information war-
fare operates in the digital realm, its
effectiveness is often amplified by
real-world grievances. As long as
democracy is perceived as failing
its citizens, efforts to counter disin-
formation will only offer short-term
solutions. Pro-democratic politi-
cians, supported by civil society,
must actively address people’s legit-
imate concerns and solve societal
problems to build resilience against
external manipulation. Addressing
these foundational issues in society is
the most effective long-term defence
against the corrosive effects of online
polarization and foreign influence.
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> JOONAS JOKINEN

Reinventing Identity and

Access Management — How to Support

Business Growth Securely

Renewing an organization’s
Identity and Access Manage-
ment (IAM) solution is no small
decision. Yet IAM forms the very
foundation of the entire digi-
tal environment: it governs who
can access which data and sys-
tems. Its reach can be surpris-
ingly broad from employees to
external partners, and all the
way to automation and machine
accounts. No wonder the mere
thought of replacing the system
can cause cold sweat. But why is
now the right time to stop and
reconsider the relevance of your
IAM solution and what can it
bring to the business?

When Does IAM
Need Renewal?

Many organizations only recognize
the need for an IAM system once
daily work starts becoming inef-
ficient. If HR sends new employee
information to IT by email, and IT
then manually creates accounts and
passwords, that is far from modern
automation. The same inefficiency is
visible to end users: if access rights
must be requested via email and
every application requires a separate
login, time and patience are wasted
while security risks grow.

Other signs of outdated IAM
include obsolete technology, poor

integrations, clunky user interfaces,
or security that no longer meets cur-
rent requirements. Often, projects
are launched only under external
pressure, say, after an audit finding
or a security incident. In such cases,
decisions may be rushed without a
clear strategy.

What Does Modern
IAM Deliver?

Next-generation IAM systems are
not just back-end technical tools.
They bring organizations three key
benefits: security, a better user expe-
rience, and efliciency.
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From a security standpoint, IAM
is a critical line of defense. A sys-
tem implemented years ago may no
longer meet today’s requirements,
leaving the organization vulnerable.
In addition, legislation and regula-
tions such as GDPR and NIS2 require
controlled access management and
transparency.

From a user experience per-
spective, a modern solution can be
almost invisible: employees receive
the right access immediately upon
starting their job, log in once, and
seamlessly use all necessary applica-
tions without friction. For adminis-
trators, the system is easy to manage
without lengthy and costly training.
When IAM is integrated with HR,
service management, and business
applications, access rights are cre-
ated automatically and remain up to
date throughout the entire employee
lifecycle. This frees up time from
manual tasks for actual business
development.

Problems often arise when organiza-
tions focus too much on individual
features during selection. Later, dur-
ing implementation, they discover
the solution is more complex and
expensive to maintain than expected.
That’s why the choice should empha-
size business value and long-term
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goals—not just a checklist of techni-
cal requirements.

How to Succeed
in Renewal?

Once the need for renewal is iden-
tified, organizations should proceed
step by step. The first step is to assess
the current state: how are identities
managed today, and does the sys-
tem meet regulatory requirements?
Next comes defining the IAM strat-
egy—what are the goals, such as
stronger security, better efficiency, or
improved user experience? The final
step is a realistic set of requirements
to ensure the system supports the
business without becoming overly
complex.

Success requires involving all key
stakeholders from the very begin-
ning—not just IT, but also business
units, HR, security, and audit. When
perspectives are combined, the ini-
tiative becomes not just a technical
project but a strategic undertaking.

Looking Ahead
Identity and access management is

constantly evolving. New require-
ments emerge as digital environ-

ments grow more complex from
stricter regulations to new types of
identities. That’s why it is essential to
choose a partner who actively devel-
ops their IAM services and ensures
the solution meets both today’s needs
and tomorrow’s challenges.

Competitive Advantage,
Not a Cost Center

Renewing your IAM system is not
merely an IT project. It is a strategic
investment that improves security,
streamlines processes, and simpli-
fies daily work. Done right, identity
management is not just an expense—
it is a competitive advantage.

Is your organization ready to take
the next step?
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The Data Iceberg:
Protecting What You Don’t See

in Times of

Today, political conflicts and
geopolitical tensions are reshap-
ing the landscape of cyber
threats'. Critical infrastruc-
ture—energy, healthcare,
defense, supply chains—has
become a prime target®. Cyber-
attacks are no longer only about
financial gain. They’re also about
disruption, influence and power.

Instability

The Rise of
State-Sponsored
Cyber Operations

Whereas cyberattacks were typically
associated with hackers, now there’s
the emergence of state-sponsored
and politically motivated® actors
that have the potential to access far
greater resources than your everyday
cybercriminals. This, in turn, allows
their operations to be highly profes-
sional, carefully researched and pre-
cise.

Instead of broad and largely
opportunistic campaigns, these
kinds of attackers are able to con-

duct localized, organization-spe-
cific missions. For example, spear
phishing* and customized malware®
can be created to exploit the smallest
traces of data that may be left behind
on a person of interest’s system.

More Regulations
& Compliance Demands

Governments are responding to
advanced cyberattacks with stricter
cybersecurity regulations, such as
NIS2¢ in the EU and the CCPA’
in California. These laws provide
a valuable foundation by empha-
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sizing accountability and push-
ing organizations to strengthen
their defenses. Yet most compliance
frameworks primarily focus on vis-
ible data, such as documents, emails
and media files. But under the sur-
face lies a much larger mass of hid-
den and residual data that often
remains overlooked.

The Data Iceberg:
A Hidden Security
Problem

To comply with compliance regu-
lations, most organizations under-
standably build their security
strategies around visible data. They
protect files that employees handle
every day, such as spreadsheets, con-
tracts and email attachments. But, in
addition to visible data, there’s hid-
den layers of system data that typi-
cally remains unaddressed. This kind
of invisible data includes cache files,
temporary files, metadata and resid-
ual data that quietly accumulate in
the background.

THE DATA ICEBERG

Like an iceberg, most data lies beneath the surface.

That's where the real risks are.

PROTECT THE WHOLE ICEBERG,
NOT JUST THE TIP
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Only dealing with visible data
creates an illusion of security. Organ-
izations may feel safe after meeting
regulatory requirements, but, in real-
ity the majority of their data is invis-
ible and still exposed. For advanced
attackers, that hidden data is a gold-
mine.

You can think of the total
amount of data that needs pro-
tecting within an organization as
an iceberg. The visible files above
the waterline only make up the tip,
but beneath the surface lies a much
larger body of invisible and residual
data. It’s in this space that attackers
often go looking.

Above the Waterline:
Visible Data (10-25%)

This is the information that most
people think of when discussing
data protection, mainly consist-
ing of user-created files like docu-
ments, spreadsheets, PDFs, photos,
media and email archives. Within an
organization’s data iceberg, the visi-

ble data is likely to be actively man-
aged and regularly backed up.

Below the Waterline:
Invisible Data (60-80%)

Invisible data refers to the type of
information residing on organi-
zational systems that is not typi-
cally modified or even thought of
by users. This larger part of the ice-
berg includes:

» System restore points

« Shadow copies, i.e. backup cop-
ies of data that remain after being
deleted by normal means

« Temporary files, such as caches and
memory dumps

o Application caches, which con-
tain fragments of data that users
are working with

« Invisible backups and redundant
copies

You can think of this midsection of
the iceberg as the shadow layer. It’s
essential for system maintenance,

Visible Data

Documents, photos,
media files, email archives

60-80%
Invisible Data

System & temporary files,
restore points, caches,
backups, config data

5-15%
‘Deleted Traces’

Residual data remanence,
slack space, recoverable files,
orphaned metadata



but often hidden to standard secu-
rity practices and liable for attack-
ers to target.

The Deepest Layer:
Traces of Deleted
Files (5-15%)

The final stratum of the data iceberg
is reserved for the information that
remains after files are “deleted” by
normal means, even those that were
“permanently deleted” on Windows®
to bypass the Recycle Bin. Doing so
only removes references to the files
in question, leaving the file data and
related information intact in vari-
ous places on organizational systems.
The actual data will remain until its
overwritten, which can take weeks or
even months.

This kind of residual data, other-
wise known as data remanence, can
appear in several forms:

« Residual data remanence

o File slack space

« Recoverable files

o Orphaned metadata in indices,
journals or registry hives

Unbeknown to organizations,
cybercriminals using forensic tools
can often recover gigabytes of this
type of data.

The Risks of
Invisible and
Residual Data

As explained in the above section,
“deleting” a file by regular means
doesn’t make it disappear. Resid-
ual traces often remain® and can be
pieced back together by hackers to
reconstruct documents, communica-
tions or credentials. Similarly, invis-
ible data like shadow copies'® and
temporary files' are likely to reveal
snapshots of user activity that can
expose confidential business con-
tent. These hidden layers account for
around 60-80% of potentially sensi-

tive data, which is often left unpro-
tected by organizations.

While this is risky in any context,
the consequences are amplified in
today’s geopolitical climate. Here’s
3 reasons why:

« The Value of Intelligence: It only
takes a small fragment of invisible
data to provide adversaries with
insights into strategies, infrastruc-
ture or operations. What’s more,
state-sponsored actors have the
resources to extract and weaponize
these traces.

o Erosion of Trust: Partners, clients
and allies expect airtight defenses.
A leak of invisible data undermines
credibility and weakens coopera-
tion.

» Operational Disadvantage:
Exposed system data can reveal
activity patterns or vulnerabilities.
In times of conflict, this intelligence
may allow adversaries to anticipate
responses and exploit weaknesses.

Protecting the
Full Data Cycle

So, how should you protect the
data iceberg in its totality to avoid
the risks outlined above? Well, you
can start by thinking about and pro-
tecting data in complete protection
cycles. This means safeguarding data
from creation, through daily use and,
finally, with proper end-of-life dis-
posal. Without closing this loop,
invisible traces remain exposed,
waiting to be exploited.

Bridging the Gap

Most organizations already recog-
nize the importance of securing vis-
ible data and sanitizing endpoints
when they’re no longer in use. Yet
between those two states lies a
wide-open gap composed of invis-
ible data and deleted traces. This
is exactly where state-sponsored
attackers thrive. Traditional blacklist

approaches, i.e. blocking only what’s
known, fall short. To cover the gap,
organizations need to shift toward
a whitelist mindset'?>. This means
thinking in terms of only allowing
trusted applications and processes,
helping to secure both the visible and
invisible layers of data.

The Role of Data Wiping

One essential technique in closing
this gap is data wiping. While encryp-
tion safeguards stored information,
data wiping ensures that deleted
information is truly gone. Unlike
deleting files by regular means, which
leaves traces behind in various places,
data sanitization overwrites informa-
tion so it cannot be recovered even
with the help of forensic tools.

To further level up your security,
advanced data wiping techniques can
also be used. Certain solutions allow
organizations to not only remove
individual files, but also automat-
ically target invisible files created
and discarded by the operating sys-
tem and applications. This results
in temporary files, shadow copies
and other kinds of data remanence
being securely erased before they
ever become a liability.

Closing the
Loop with Jetico

For more than 30 years, Jetico has
helped governments, defense agen-
cies and enterprises secure sensitive
information against everyday risks
and advanced threats. Our solutions
are designed to address the critical
gap between encryption and end-
point sanitization—covering the
entire data iceberg, from the visible
tip to the hidden layers.

Here’s how we help organizations
protect the full data cycle:

« Encryption: BestCrypt" protects
visible, user-facing files like docu-

CYBERWATCH FINLAND 35



ments and media that regulations
require organizations to secure.

« Secure erase: BCWipe' forensically
removes data remanence, address-
ing the blind spot left by most reg-
ulations. Once a government-grade
need, data sanitization is now essen-
tial for all organizations.

o Data discovery: Search' helps
organizations reveal where invis-
ible or vulnerable data resides,
allowing encryption and data wip-
ing to be applied systematically.

« Granular access control: Best-
Crypt Data Shelter's ensures sen-
sitive files can only be accessed
by authorized applications, pro-
viding a whitelist approach that
minimizes exposure points and
prevents data leaking through
untrusted processes.

Protect the
Whole Iceberg,
Not Just the Tip

Invisible and residual data may
be out of sight, but it shouldn’t be
out of mind. As geopolitical ten-
sions rise and attackers grow more
sophisticated, the hidden bulk of
the data iceberg is exactly where
the greatest risks lie. Ignoring it
creates blind spots that compli-
ance regulations alone cannot close.
By addressing the entire data lifecycle
and employing a whitelist mindset,
organizations can reduce the risks of
data leaks, compliance failures and
reputational damage. The result?
Peace of mind through resilience.
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In this review

In this monthly review, we examine the most signifi-
cant cyber phenomena of the previous month and tie
them into larger concepts. The review is divided into
three perspectives: the most significant events in the
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cyber world during the month, phenomena that we
want to highlight in particular, and those whose de-
velopment is worth monitoring.




1 EVENTSTINS

In September, Moldova’s parliamentary elections re-
ceived a lot of international attention. In the elections,
the pro-EU Action and Solidarity Party (PAS), which
was in power, faced off against the pro-Russian Pa-
triotic Electoral Bloc (PEB). The elections ended with
a victory for the PAS, even though Russia aggres-
sively and transparently tried to influence the result
through cyber and hybrid means. Although the re-
sult was good from a Western perspective, and it has
been seen as a sign of Moldovas reunification and
the weakening of Russia’s influence, it should not be
seen as a mere failure for Russia, as it achieved at least
some of its goals. The most important of these is the
attempt to increase the internal divisions within the
target country and escalate the confrontation. In Mol-
dova, this was related to the rights of the Transnistri-
an region and the people living there. Transnistria is
a Russian-occupied region in Moldova that, with the
help of Russian support, is de facto independent, al-
though officially still belongs to Moldova. According
to Russian sources, Moldova tried to prevent Trans-
nistrian residents from voting and limit their rights.
The claims were based on the fact that polling stations
could not be safely set up in Transnistria, so residents
usually had to travel a few kilometres to the Moldovan
side to vote. At the same time, media linked to Russia
shared news of a likely takeover of Moldova by NATO
troops if the PAS wins the elections. Instead of an out-
right election victory, Russia is seeking to increase the
confrontation within Moldova between those who are
pro-EU and pro-NATO and those who support Rus-
sia, and these efforts will certainly continue regardless
of the outcome of the elections. Just before the elec-
tions, thousands of fake accounts, mostly maintained
by artificial intelligence, were spotted on social media,
sharing and repeating Russian narratives. For exam-
ple, the video service Youtube announced that it had

been forced to remove more than a thousand chan-
nels specifically for sharing fake content related to the
Moldovan elections. A few days before the elections,
Russian hacker groups also tried to take down voting
systems with cyberattacks, but these were mostly suc-
cessfully repelled.

In September, a major information leak was also
revealed in Sweden. The actual data breach took place
at the end of August and was revealed in the first week
of September, when the database of Miljodata, which
provides services to the Swedish municipal sector,
was published on the dark web. Behind the attack was
a relatively unknown ransomware actor called Data-
carry, which has already claimed well over a dozen
victims. Ransomware groups rarely publish entire da-
tabases except in cases where the demands have not
been agreed to or negotiations have failed, so this can
be assumed to have happened in the case of Miljoda-
ta. In any case, the personal data of almost a million
Swedes is now openly available on the dark web, which
is likely to lead to identity theft and phishing attempts
against them and their loved ones. The case highlights
the contradiction that comes with extortion cases:
Criminals should not be paid or their demands grant-
ed, and that rarely leads to anything positive. Howev-
er, non-payment can lead to situations like the one we
have now observed and, at least in the case of Miljo-
data, also to reputational damage and accusations. At
the moment, it is not known whether the attack could
have been prevented, and what kind of level of infor-
mation security Miljodata has. The answer to this will
certainly be sought for a long time to come. As a les-
son learned from the situation, it can be said that it is
much cheaper to take care of information security so
that you never get attacked than to consider between
several bad options when the databases are already in
the possession of criminals.
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2.1 The current state of spyware

In the beginning of September, the Atlantic Council
published a follow-up to its report on spyware from
2024. This time, their focus was on tracking down the
partners working with spyware companies to obscure
the connections between vendors, suppliers and buy-
ers as well as reflecting on the trends identified in the
first report. The report illustrates how US investment
in spyware has rapidly increased, despite the fact that
the US government is trying to fight against spyware
with more and more legislation. Consequently, Amer-
ican money is now financing the means to spy on
Americans. For the first time ever, US investment has
surpassed the Israeli one, and not by a small margin.

The role of partners was found to be much more
important than previously thought. They are used to
deliberately obfuscate the connections between ven-
dors and buyers to make it harder to discover what is
being sold and to whom. Despite their significance,
they are currently not being targeted in any way with
legislation concerning spyware. That might prove to
be an oversight in the future.

Israel, India and Italy are the largest spyware pro-
ducers in the world but, perhaps more interestingly,
new entities include locations such as Malaysia and
Japan. It seems that although the US is emerging as
the main source of investment, the market itself is be-
coming more global and diverse. It is worth noting,
that if governments such as the US truly wanted to
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take a strong stance against spyware, they would not
allow their citizens to invest in it. That said, if the US
investment was to be cut off right now, it would not
completely stop the proliferation of spyware.

Meanwhile, Apple just introduced a new securi-
ty feature it proclaims is going to effectively mitigate
the threat of spyware: Memory Integrity Enforcement
(MIE). It works in tandem with the Enhanced Mem-
ory Tagging Extension (EMTE), which is an upgrade
to a previous system dating back to 2019. MIE is the
software feature that enables EMTE to work without
massively slowing down the device, but it also im-
proves the safety of devices that do not have EMTE,
which is currently only included in the newest iPhone
17 series and iPhone Air. Without going into too
much technical detail, EMTE is a hardware feature in
the memory of Apple devices that attempts to counter
the memory corruption bugs very commonly exploit-
ed by spyware.

Previously, no countermeasure existed against them,
but now not only the newest Apple devices, but hope-
fully soon all others as well are finally going to be
resistant. That is because Apple has made the EMTE
feature publicly available to speed up industry-wide
implementation. Only time will tell how much of an
impact these are going to really have on spyware, but
at the very least attacks should now become more dif-
ficult and expensive.




2.2 The diverse threats to aviation in Europe

European aviation has been under constant threat in
September. Recent headlines have been dominated by
news of drone activity near Danish airports. Before
that, a cyberattack against a check-in system used on
many airports throughout Europe resulted in serious
delays and cancellations of flights for more than a
week. Even before that, Russian drones flew into Po-
land, forcing the local government to close parts of its
airspace for hours. When looking at the situation as
a whole, it seems like European aviation in general is
currently being systematically harassed. This is fur-
ther backed by a report by the French aerospace com-
pany Thales, which states that cyberattacks against
the aerospace industry have increased by a staggering
600% over the past year.

It is likely not possible to prove that all of these
incidents are connected or mutually coordinated, but
there is a very high possibility at least some of them
are. The main suspect, as usual, is Russia. The coun-
try suffered a serious hit to its own aviation industry
during the summer, when hackers managed to cripple
the systems of Aeroflot, resulting in massive amounts
of delays and cancellations of flights throughout the
country. Russia might be trying to get revenge by tar-
geting European aviation in return, and it could also

serve as a way to divert attention away from the prob-
lems Aeroflot was facing earlier. This way the Russian
population could be persuaded that it was not in fact
domestic incompetence that ruined their vacation
plans, but rather an international problem that the
government could not have prevented.

Another reason for Russia to execute these kinds of
operations is to bait a strong response out of the West.
Then it could show its citizens that the claims of the
West being at war with Russia are in fact true, and
the West is just lying about the matter. Both of these
motives are tightly linked to information warfare. As
seen throughout the war in Ukraine, that is often the
case with Russian cyber operations. In this case, they
are primarily intended to influence a domestic audi-
ence, but it is an undeniable truth that they have had
an impact in the West as well. The cyberattack against
the check-in systems was directed at a single service
provider and still managed to cause serious and wide-
spread disruptions. Both the Europeans and also the
threat actors must be thinking about the possibility of
scaling up. What would happen if multiple such at-
tacks were to be coordinated and combined with say,
unidentified drones flying near airports?
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2.3 The AI boom
offers opportunities
for criminals

With the rise of artificial intelligence and the ad-
vancement of technology, the number of applications
utilising it has grown exponentially. As people come
up with more and more creative uses for artificial in-
telligence, these naturally need their own applications,
and as new uses are constantly being invented, the
number of new applications is also constantly increas-
ing. Threat actors have also noticed this and are taking
advantage of the boom by developing their own “ar-
tificial intelligence applications” that are actually in-
tended to spread spyware or data-gathering malware.

In September, Japanese security house Trend Mi-
cro announced that it had detected a wide wave of ap-
plications like this, which it called EvilAI In practice,
the researchers observed dozens of applications that
emerged almost simultaneously as if out of nowhere,
which seemed very genuine and actually worked, but
all of which had similar malicious content hidden in-
side. The temporal connection and the uniform nature
of the malicious content suggest that a single party is
behind the publication of all of these, and the scope of
the operation and the quality of the scam applications
in turn indicate an advanced, probably state-owned
actor. In many cases, the target was efficiency prod-
ucts used in workplaces, such as PDF editing tools and
text compression applications. Some harmful content
was also found in leisure apps, such as recipe and
cooking apps. However, the common denominator
in all of them was the novelty of the application, the
use of artificial intelligence in action, the unknown
nature of its publisher and the apparent functionali-
ty of the application. The applications appeared to be
outwardly competent and well-coded, and they also
often passed a superficial security check or managed
to sneak through firewalls or scanners. They were ob-
served around the world and in several different lan-
guages, but most cases were observed in Europe and
North America. The current study focused especially
on applications intended for computers, but similar
harmful content can also be found in an ever-increas-
ing amount in mobile device app stores.

In practice, there is nothing new in the dissemination
of malicious content through seemingly functional ap-
plications or specifically in the pursuit of an impact on
work devices. What makes the case noteworthy is that
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criminals have been able to take advantage of the boom
in the use of AI applications. Many organisations are
trying to make their operations more efficient with the
help of artificial intelligence and therefore allow em-
ployees to openly try out different applications. This is
exactly what criminals are trying to exploit. Normally,
new applications or applications from unknown sourc-
es would be approached with quite a bit of suspicion,
but in the case of Al applications, the threshold seems
to be lower. In addition, when applications are being
created at a high pace anyway, the wave of harmful
content does not stand out so easily from the masses.
In the past, the main method of criminals has been to
imitate trusted applications, such as Microsoft’s Office
products, but now there is no similar need, as even new
applications from completely unknown manufacturers
easily end up in test use.

In addition, the use of artificial intelligence has
made operations more efficient in the creation of ap-
plications. Many of the malicious applications detect-
ed by Trend Micro made significant use of AI-generat-
ed code, and AI had also been used to hide malicious
content or trick scanners. In other words, artificial in-
telligence has made it easier to create malicious con-
tent in itself and perhaps at the same time freed up
criminals’ resources for other activities. Even now, in
many cases, various digital certificates had been ob-
tained for AI applications containing malicious con-
tent, which affected how easily they were identified as
malicious content. Part of the reason for this may be
that it is easier and faster to create the content itself,
which leaves more time to confirm reliability.

Although the actual perpetrator of the wave now
detected remained in the dark, this activity is wide-
ly carried out by both financially motivated criminals
and state actors. The Al boom benefits cybercriminals
in many different ways, and although the technolo-
gy definitely also has clear benefits in cyber security
and in improving the efficiency of work in general,
it is always worth paying very close attention to the
purpose for which artificial intelligence or applica-
tions that utilise it are acquired. It is also important
to make sure of the manufacturer and its reliability,
and a quick Google search or even asking an Al search
engine may not be enough for this.




The

In September, the EU continued its work to improve
the security of the internet, or alternatively, aggres-
sively pushed forward surveillance systems that vio-
late the protection of privacy and the basic structures
of it. Several EU legislative initiatives progressed and
were in the headlines, as both supporters and oppo-
nents were quick to express their opinions. In particu-
lar, the Chat Control regulation was on the agenda,
in which legislators aim for the possibility of moni-
toring and monitoring end-to-end secure messaging
applications, such as Whatsapp and Signal. The aim
is to increase the opportunities to intervene in harm-
ful content in these communication channels, and
the regulation is justified especially by restricting the
dissemination of sexual material concerning children.
However, what makes the regulation problematic is
that, in practice, it is technically impossible to imple-
ment surveillance without significantly weakening
the security of applications or violating users’ privacy.
There simply exists no technical solution, and creat-
ing one would require compromising the very strong
protection created by end-to-end encryption. The reg-
ulation was originally created in 2022, and although it
has already been stopped or rejected several times, it
seems to keep coming up again.

In September, the Member States were forced to
formally adopt their position on the regulation, and a
vote on it is likely to take place in October, on 14 Oc-
tober at the earliest. At the turn of the month, it is still
difficult to estimate how the vote will turn out. On the
other hand, the regulation is already publicly support-
ed by more than ten member states, but there are also
opponents. Among these is Germany, whose public op-
position is believed to have an impact on several coun-
tries that are still on the fence. Even though the vote
would be in favour of the decree, it does not yet mean
a final decision, as there are still several steps left from
the negotiating table to the statute book. However, the
public vote and the position of the EU majority are very
significant indicators of how the EU and with it many
smaller actors react (or will react) to the conflict be-
tween official surveillance and the protection of privacy
in the cyber world. The choices the EU makes between

EU vs. Privacy

fundamental rights and monitoring systems also have
a direct impact on, for example, service providers and
those cooperating with the EU, who will inevitably have
to adapt their own practices and solutions to comply
with EU laws and regulations. Instead of a single decree
being passed, this is a much more significant issue.

It is somewhat difficult to understand how Chat Con-
trol or other regulations that are being worked on -
such as the regulation on the collection and disclo-
sure of metadata to the authorities, which ended its
consultation round in September - get so much sup-
port in the EU. The regulations are not only techni-
cally very challenging to implement, but also in many
respects in conflict with the privacy regulations and
even the EU Constitution. Moreover, many of them,
like both examples, have already been rejected in the
EU legislative process. A lack of understanding of pol-
iticians as well as indifference may have an effect in
the background, but it is difficult to see who would
ultimately benefit from their passage. Opportunities
for additional surveillance would certainly be useful
for the authorities, but so far, the EU has globally dis-
tinguished itself from authoritarian states exercising
mass surveillance precisely by its position on respect-
ing the privacy of citizens, for example by restricting
the processing of data concerning them outside its
borders. In addition, the backdoor to messaging ap-
plications required by the Chat Control Regulation,
for example, would also constitute a theoretical means
for more than just the authorities to monitor commu-
nications, and for example, foreign APT groups and
financially motivated cybercriminals would certain-
ly be interested in trying out whether the backdoor
could be expanded discreetly.

It is difficult to see who is actually benefiting from
the EU’s privacy-violating regulations. Invariably, the
ongoing legislative processes arouse significant oppo-
sition from both citizens and information security ex-
perts. Even though it now seems that under pressure,
decision-makers may eventually take a stand against
Chat Control, it is only a matter of time before it is
brought up again. How tough is the resistance then?
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3.2 Is AI the future of politics?

Last month Albania made history by appointing the
world’s first AI minister, Diella. “She” is supposed to
be responsible for anti-corruption work as the min-
ister for public procurement. The idea is that AT will
be incorruptible, and thus all public funds spent on
public projects will indeed be spent on those projects.
Diella has been heavily humanised: she even has an
avatar and a voice that have been commissioned from
one of the country’s actresses. Dressed in traditional
Albanian clothing, she is supposed to promote trust
in the government. Before becoming a minister, Diella
was working as an Al-powered virtual assistant, guid-
ing applicants through the process to obtain official
documents on the Albanian e-Albania platform.

In addition to stopping corruption, Diella is also
supposed to make public biddings faster, more effi-
cient and totally accountable. While the first two —
speed and efficiency - are easy enough for an AI tool
to achieve, accountability and the fight against corrup-
tion are not as clearcut. First of all, what accountabil-
ity does an AI model have? That is a question that has
been asked recently after a 16-year-old boy committed
suicide. According to his parents, it was ChatGPT that
encouraged him and thus they sued OpenAl, accus-
ing it of causing the death. The lawsuit is likely to be-
come a basis for future cases globally, but until then
it is hard to say whether an AI minister will actually
have any accountability at all.

One could easily think that a machine is incorrupti-
ble and only bases its decisions on cold hard facts, but
that is not necessarily the case with AL All Al models
are trained on some sort of data, and in this case, it
seems the data at least partially consisted of previous
Albanian decisions, i.e. the “incorruptible” minister
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will base its future decisions on examples of corrupt
ones. This is a problem with AI in general: if the data
a model learns from is somehow flawed, the model
itself will be too. It opens up a possibility for hostile
actors to purposefully corrupt the model by injecting
their own material into the data it learns from. Russia,
for example, is doing this by creating huge amounts
of fake news sites that only exist to skew the narrative
in their favour when it comes to AI models that learn
from data on the internet.

That said, if the data the model learns from is ap-
propriate, this could actually be a very good way to
ensure less corrupt government processes. The Prime
Minister of Albania, Edi Rama, even goes on to say
that the most important reason to have Diella is to put
“pressure on other members of the cabinet and na-
tional agencies to run and think differently” In other
words, this is a threat: if other ministers do not give
up their corrupt ways, their jobs can be taken by Al as
well. If such a wide proliferation of AI at the highest
levels of politics was to happen, the effects of data cor-
ruption could be catastrophic. In that case, it is crucial
to look for new ways to ensure the data that is used to
train important AI models is as appropriate as possi-
ble, with no way for adversaries to tamper it.

Other nations will undoubtedly be following the
implementation and results of the new minister of
public procurement. If all goes well, perhaps we will
soon see similar experiments in other countries too.
For now, it is best to approach the subject with a
healthy dose of scepticism but also remember that it
is no longer just a part of science fiction. AI is here
to stay, and it will permeate every layer of society,
including the very top.
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ASAHI-BREWERY'S CYBERATTACK IN JAPAN

DATE: 29.9. onwards

DESCRIPTION: The production facilities of Japan’s
most popular beer brand, Asahi, were targeted by a
cyberattack involving ransomware in the last week of
September. The cyberattack has brought the majority
of the company’s production facilities to a standstill.
At the moment, the company is unable to accept new
orders, and production has not been restarted at all
facilities.

THREAT ACTOR: So far, no hacker group has
claimed responsibility for the cyberattack. Asahi has
also not disclosed who is behind the attack.

MOTIVE: Preliminary information points to a fi-
nancial motive that often underlies these types of
cyberattacks.

IMPACT: The attack underlines the impact of cyber
threats in the brewery or, more broadly, in the food
industry. As a result of the cyberattack, the compa-
ny’s production operations have mainly been sus-
pended, and the products it produces are expected to
run out of stores within a week.
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SECRET NETWORK OF SIM SERVERS
AT THE UN MEETING PLACE

DATE: Early September 2025

DESCRIPTION: The U.S. Secret Service seized
more than 300 SIM servers in the New York City
area ahead of the start of the UN General Assem-
bly. The network had previously been used to send
anonymous assassination threats to several US of-
ficials.

THREAT ACTOR: Unknown, but has connections
to as yet undisclosed state actors

MOTIVE: Unknown, but connections to state actors
suggest a political motive

IMPACT: In addition to sending anonymous threats,
the network would have made it possible to cripple
the entire New York phone network, carry out de-
nial-of-service attacks, and conduct encrypted con-
versations between threat actors and criminals. Al-
though the effects were now minor and limited to the
United States, it is hardly a coincidence that the net-
work was set up at the venue of the UN General As-
sembly. However, at least until the investigation pro-
ceeds, it is impossible to say who actually had plans
for the use of the network and what those plans were.

IRAQI PERSONAL DATA SYSTEM BREACH

DATE: 22.09.2025

DESCRIPTION: A hacker group called Cyber-
dragons (Cyb3rDragOnz) hacked into Iraq’s person-
al data system in September and managed to steal
about 32 gigabytes of data. There is a wide variety
of data, but it has been speculated that it contains
a significant amount of sensitive information from
Iraqi citizens.

THREAT ACTOR: Cyberdragons

MOTIVE: Most likely political

DATAMILJO BREACH

IMPACT: Cyberdragons shared the database they
stole on their open Telegram channel, which is likely
to lead to scams and identity theft targeting Iraqis.
There is no full knowledge of why and how Cyber-
dragons choose their targets, or the motivation for
attacks. The group operates almost exclusively in
the Middle East but has attacked both Islamist tar-
gets and those who support Israel. However, it is not
known to have carried out extortion strikes or other-
wise pursued direct financial gain.

DATE: Attack took place at the end of August, infor-
mation leaked 9.9.2025

DESCRIPTION: A Swedish company that provides
IT services to local municipalities and other entities
was the victim of a data breach at the end of August.
Behind the attack is a relatively unknown ransom-
ware actor called Datacarry, which ended up upload-
ing the stolen database to the dark web in September.
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The reason for this is likely either failed negotiations
or refusal to pay ransom.

THREAT ACTOR: Datacarry

MOTIVE: Financial

IMPACTS: The personal data of more than one mil-
lion Swedes ended up on the dark web. The disclo-
sure of the information is likely to lead to identity
theft, follow-up scams, and phishing.



Active and

rising threat
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SCATTERED SPIDER

DESCRIPTION: Scattered Spider is a cybercriminal
group that consists of teenagers and young adults be-
lieved to be mainly from the United States and the
United Kingdom. It has had a wide range of victims
including hotels and banks.

RECENT ACTIVITY: Along with several other
ransomware and cybercrime groups, the group an-
nounced its “retirement” in September on the popu-
lar BreachForums discussion forum and its Telegram

TURLA AND GAMAREDON

channels. However, just a few days later, there were
reports of new attacks by the group on financial sec-
tor organisations.

METHODS AND TACTICS: The group uses social
engineering, such as phishing emails, SIM swapping,
and attacks that exploit weaknesses in multi-factor
authentication. Often, the end result is to install ran-
somware on the victim’s systems and blackmail them
with data.

DESCRIPTION: Turla and Gamaredon, threat ac-
tors linked to Russia’s FSB security service, have
been active for more than a decade. Their tasks in-
clude engaging in cyber espionage and carrying out
state-sponsored cyberattacks on targets around the
world.

RECENT ACTIVITIES: In the past, Russian secu-
rity services and their internal departments have
been observed competing with each other and even
undermining each other’s work. This perception is

AKIRA

undergoing a transformation. Cooperation between
Turla and Gamaredon has been observed in cyberat-
tacks targeting Ukraine. The phenomenon must be
monitored, but closer cooperation may mean more
serious Russian cyberattacks in the future.
METHODS AND TACTICS: Gamaredon is known
for precise spear phishing to gain access to the victim’s
systems. Turla, on the other hand, has become known
for the Trojan malware that bears its name, but it has
also developed several other customised malware.

DESCRIPTION: First detected in March 2023,
Akira is a threat actor with strong links to a Rus-
sian Conti-ransomware hacker gang that went out
of business around the same time. Akira operates on
the principle of the RaaS operating model, offering
the malware developed by it to subcontractors for a
fee.

RECENT ACTIVITY: In Finland, Akira is especially
known for the series of attacks on Finnish organisa-
tions at the end of 2024. The group’s activity has fluc-
tuated over the past year, but it rose to the top of the

statistics again in September in terms of new victims.
METHODS AND TACTICS: Employs malware of
their own development, which is thought to be based
on Conti’s tools. Once it has broken into the target,
it encrypts and steals information, after which a no-
tification of the operation is published on dark web
sites. In addition, attacks and ransom demands car-
ried out by Akira’s subcontractors are also published.
The ransoms range from hundreds of thousands of
dollars to a few million, depending on the size of the
target organisation.
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Services

Cyberwatch Finland is a reliable and
competent partner and service provider in cyber
management and strategic cybersecurity.

1. STARTING POINT

+ Cyber matuCheckingrity
+ Web analysis and attack surface

analysis

+ Operational environment analysis

2. ESTABLISHING OPERATIONS

+ Cybersecurity Act measures &

guidelines

+ Risk management plan
+ Cyber policy paper
« Utilizing the expertise of partners:

e.g. cybersecurity guidelines and
vendor assessments

3. TRAINING FOR MANAGEMENT
AND STAFF

+ Producing information about
cybersecurity through training
while operations are ongoing

+ Operational environment analysis:
weekly and monthly review

+ Scenario training with the customer

4. MONITORING

+ Maintaining situational awareness
through continuous monitoring
and providing additional training
as needed

« Investigating the security of supply
chains and conducting a risk
analysis/web analysis

Cybersecurity Capacity
Building

We serve our customers by strengthening and developing their
cybersecurity culture. Our goal is to improve strategic cyber
capabilities at all levels of operations, from individuals to the top
management of organisations.
We inform the public about current cybersecurity phenomena and
the factors affecting them.

5. SUPPORTING DEVELOPMENT
+ Management Consulting Services

Supply Chain Auditing

+ Background Investigations
+ Cyber Due Diligence
+ Annual scenario exercise on

current cyber threats and how to
prepare for them

6. CONTINUITY MANAGEMENT

+ Continuity management

+ Personnel training
-> in the form of operational
environment service recordings
and/or according to wishes
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WEEKLY REVIEW

Weekly reviews introduce the current
events of the cyber world. The focus of the
weekly review is in identifying phenomena
and trends and placing them in a relevant
framework. The weekly reviews serve as
the basis for the monthly reviews and the
annual forecasts that are based on this
data. With the help of the weekly reviews,
it is possible to get an up-to-date under-
standing of significant events in the cyber
world to support decision-making. The
weekly reviews are published 52 times a
year in Finnish and English.

CYBERWATCH MAGAZINE

Cyberwatch magazine is a digital and
printed publication, in which experts from
both inside our organisation and from our
professional network explain the current
events of the cyber world, the develop-
ment of technology and legislation, and
their impacts on society, organisations and
individuals.

A
@Cyberwatch Finland
>

WEEKLY REVIEW

Cyberwatch’s analysis team
constantly monitors the cyber-
security operational environ-
ment by collecting and
analysing information about
events, phenomena and
changes in the cyber world.
Situational awareness is
produced by regular
situational reviews.

You can now order a 3-month
trial period at a discounted
price!

More information:
info@cyberwatchfinland.fi

MONTHLY REVIEW

The monthly review examines previous
and current month’s the most significant
cyber events, phenomena-, and trends
including their interdependencies, while
also tying them into a broader framework.
The monthly review is divided into three
parts: the most significant cyber events
of the month; phenomena that should be
highlighted; and entities whose develop-
ment is worth following. With the help of
the monthly review, it is possible to get a
deeper insight into how the events of the
cyber world affect society and the opera-
tional environment. The monthly reviews
are published 12 times a year in Finnish
and English.

SPECIAL REPORTS

We produce reports and overviews on cus-
tomised themes, for example from a spe-
cific industry or target market: assessments
of the current state, threat assessments,
analyses of the operational environments,
and forecast.
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Web Analysis - darkSOCe®

WEB ANALYSIS
DarkSOC® dark and deep web analysis

® DarkSOCE® analysis reveals the organisation’s
profile and level of exposure in the dark and

deep web.

e Data is collected on servers located around
the world non-stop at 9 Gb per second.

® The analysis can reveal, among other
things, shortcomings in the organisation’s
cybersecurity, leaked information and other
potential problems.

* The analysis provides insight into what the DARK WEB 6%
organisation looks like through the eyes of « lllegal activities
cybercriminals and hostile actors. « TOR encrypted sites

Attack surface analysis

* In the attack surface analysis, the structure of
the organisation’s network infrastructure and
the state of its cybersecurity are analysed in six
different groups of risk factors.

* In terms of the attack surface, a
depiction of what the organisation’s
network looks like in the eyes
of an external observer is
reported.

Hacker Group Financial
Targeting Information

* The parts of the network
assets related to the
organisation, such as

servers, open ports, Attacks

i i ; and
appl.lcatlons and websites Compro- Black
are listed. mises CYBER

EXPOSURES
® The findings are divided

Into elght Categorles Personal Sensitive
and three levels based on Information Information

severity. P Exposed
. .. Credentials
* The most important findings

are reported in an executive
summary report to support
decision-making.

The main report includes a more detailed
presentation of the findings, as well as
recommendations for corrective actions and
strategic-level development targets.




MONITORING

Based on the analysis, monitoring

is agreed upon to determine the
effectiveness of the measures and

to detect new threats. New findings
observed during monitoring are
examined in relation to previous
observations and the reasons why the
number of observations has changed
are analysed. The results are reported
at agreed intervals.

Security of

* Regular monitoring: a report
delivered at agreed intervals,
for example monthly, quarterly,
biannually or annually.

¢ Continuous monitoring: 24/7
monitoring of new findings, and the
reporting of information directly to
the customer

the Supply Chain

THE NIS2 EU-DIRECTIVE (Network and Information
Security Directive 2) COMPLIANCE REQUIRE

Company policies needs to give
attention to security around supply
chains and the relationship between
the company and direct supplier.
Companies must choose security
measures that fit the vulnerabilities
of each direct supplier. And then
companies must assess the overall
security level for all suppliers.

The analysis can be done for selected
parts of the supply chain organisations
(requires an agreement). The findings
of the attack surface analysis are intro-
duced to the concerned organisations
which are responsible for the imple-
mentation of corrective actions and
reporting to the customer when the
corrective measures have been taken.

An example of service content:

* Preliminary analysis for the supply
chain

e Web analysis for the supply chain

* NIS2 implementation training

Auditing the cybersecurity practices
of the supply chain increases the
customer organisation’s cyber maturity
and helps the company better meet
the minimum requirements of the
Cybersecurity Act. It can, for example,
enable the customer to determine the
cyber maturity of potential partners
and to conduct a risk assessment in a
corporate acquisition situation.
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Training and Competency
Development

Cybersecurity training

ALL PERSONNEL for personnel

Cyber Master
- training,
CWEF training modules

Management

SUPERVISORS AND MANAGERS training

Top
management
theme
trainings

TOP MANAGEMENT

Jil

CYBERWATCH TRAINING MODULES AND LECTURES

We also provide customized training modules and lectures for your organisation,
which will help you strengthen your cybersecurity skills and prepare you to face the
changing challenges of our digital operating environment.

Our training offers consists of module packages and individual lectures, from which
you can choose the parts that best suit your organisation’s situation or operations.
The training can be delivered either as face-to-face training, hybrid training or
online courses. In addition to training and lectures, you can also order scenario-
based training for your organisation, which will help you to collect and structure
information required for understanding the future as comprehensively as possible.

Examples of training modules: Examples of lectures:

Module 1: Cybersecurity Management e Cybersecurity of the Energy Sector

Module 2: NIS2 and Cyber ® Cybersecurity of the Logistics
Regulations * Cybersecurity of the Satellites and

Module 3: Cybersecurity Process Positioning Systems

Module 4: Cyber Risks and e Cybersecurity of the Ciritical
Contingency Planning Infrastructure

Module 5:  OT Security e Cybersecurity of the Health Sector

Module 6: Hybrid Influence and * Cyber Warfare and the Impact of
Cyber Warfare the War in Ukraine on the Cyber

Module 7: Cybercrime Environment

e Cybersecurity Management and

Module 8: Cyber-Secure Society Crisis C ot
risis Communication

Module 9: Ciritical Infrastructure
Protection

Module 10: The ABC of Cyber * Cybercrime
Definitions e Dark Web

* Cyber Hygiene
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CYBER SITUATIONAL AWARENESS FOR PERSONNEL

The Cyber Security Act (NIS2) that has come into force and the cyber
risk management obligation that came with it require that organisations’
personnel must be regularly provided with training, that aims to:

1) improve awareness of cybersecurity in general,
2) develop cyber hygiene practices and
3) increase understanding and awareness of current cybersecurity risks.

The cyber situational awareness training for personnel meets this requirement.
The content consists of significant cyber phenomena discussed in the weekly
and monthly reviews during the previous month. The training is held once a
month for personnel as a live stream or other remote training and lasts
approximately 60 minutes.

MIF TRAINING PROGRAMS

We are producing Cyber Master specialised vocational qualification training
together with the Management Institute of Finland (MIF Oy). Currently,

the training programs offer the Cyber Master Basics and Cyber Master
Extended training modules. The purpose of the training is to deepen the
understanding of cybersecurity threats and provide practical tools to protect
the organisation’s operations.

Cyber Master Basics Cyber Master Extended
The aim of the course is to learn The aim of the advanced course is to
the basics of cybersecurity and strengthen the participants’ cyber-
to build your own organisation’s security expertise and take your
resilience. The Cyber Master organisation’s cybersecurity to the
training deepens your under- next level. The Cyber Master Extended
standing of cybersecurity training offers a more in-depth approach
threats and provides practical, to cybersecurity, helping you develop
non-technical tools to protect your organisation’s resilience and
your organisation’s operations. ability to manage cyber threats together
In the training, you will learn with your management. The training is
how to build an organisation’s designed for those who want to take
ability to tolerate disruptions cybersecurity to a strategic level and
and manage crisis situations. lead the organisation’s development
holistically.

Content of the Training:

e Operating environment Content of the Training:

and leadership e Deepening cyber leadership and

» Cyber risk management protecting operations

e Cybersecurity planning and

e Cyber resilience devel :
evelopmen




CURRENT COURSE CONTENT

OUR COURSES’ CONTENT,
ALSO AVAILABLE ON CYBER MASTER BASIC

Theme: Theme: Theme:
Operating environment Cyber risk management Cyber resilience
and management
. Operating environment . Cyber risk management 1. Cybersecurity Planning
. Personnel related . Cybercrime 2. Continuity management
Cybersecurity . Technological develop- 3. The company's cyber
. Regulatory effects ment culture and expertise

. Cybersecurity Mana- . Security of Operational 4. Case analyses
gement Technology

+ Assignments + Assignments + Assignments

TRAINING DAY COVERS FOLLOWING 1SO27001 REQUIREMENTS:

Training day 1: Training day 2: Training day 3:
4 Context of the 6 Planning 8 Operation

organisation 7 Support
5 Leadership (9 Performance evaluation)
(10 Improvement)

OUR COURSES’ CONTENT,
ALSO AVAILABLE ON CYBER MASTER EXTENDED

Teema: Teema:
Cybersecurity preparedness Kyberturvallisuuden vaste

1. Cybersecurity Management 1. Attack detection and response
2. Cybersecurity preparedness 2. Recovery of cybersecurity

3. Risk management and identification 3. Quantum technology

4. ldentity and Access Management (IAM) 4. The change of Cybersecurity

+ Development project +assignments + Assignments

TRAINING DAY COVERS FOLLOWING NIST FUNCTIONS:

Training day 1: Training day 2:
Govern, Identify, Protect Detect, Respond, Recover
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Cyber Risk Management Model

Cybersecurity needs to be increasingly considered in different stages
of the business plan. A comprehensive cybersecurity risk management
plan will provide a roadmap for how to better address cybersecurity
threats and implement the required actions brought by the increasing
EU regulation and national legislation.

The plan covers the four components of cybersecurity: management,
technical solutions, training personnel, and operational processes.

The cyber risk management model process consists of four stages:
1. Defining the starting point

2. Cyber risk analysis

3. Cyber risk management model

4. The result is a functional and proactive cybersecurity system

2)6)6

STARTING POINT ANALYSIS MANAGEMENT RESULT

1. Cyber maturity of Cyber risk analysis MODEL Cybersecurity system:
the organisation - Personnel Cyber risk management functional, credible & proactive
-> web analysis - Technology - Monitoring of the threats ~ ~ Maintains situational
2. Cyber threats and risks - Processes - Activities: personnel, gwareness
Using data generated by technology, processes - Business continuity
of the business web analysis as a basis ' management

ECYBER RISKS

STRATEGIC OPERATIONAL FINANCIAL

FINANCIAL RISKS

SYCHOLOGICAL RIS

INSIDER-/HR-RISKIT




NIS2 Consulting Service

Cyber Security Directive WE SUPPORT COMPANIES
(NIS2) IN IMPLEMENTING THE
NEW LEGISLATION.
Requires that the entities

implement appropriate and pro- We provide assistance with:
portionate technical, operational

o 1) Organising training:
and organisational measures: ) J d 9

¢ NIS2 implementation training

e To manage the risks (2 hrs)
of the security of the network e Cyber situational awareness for the
and information systems they personnel (once / month, 1 hrs)
use in their operations or * Training modules 1-10,
services. (3 hrs / mOdUle)
L * MIF: Cyber Master Basics & Cyber
To prevent or minimize the Master Extended (3 day + 2 day)
impact of deviations on the e Other Cyberwatch'’s lectures and
recipients of their services. online courses
sectors and other critical sectors. e Does NIS2 concern the entity
e Critical sector or other important
e Nyira et sector
The new Cybersecurity Directive
(NIS2) that has come into force 3) Cyber risks consultation and in
has brought new obligations creating a risk management process
on organisations’ digital risk
management. 4) Chgcking the security of the supply
These include, among others: chain
1) cyber risk management 5) Other NIS2-related questions

implementation and monitoring
2) registering on the operator list, . .
) reg _ 9 .|O. We offer a free introduction
3) arranging cyber training for to the requirements of the
every level of staff, Cybersecurity Act!

4) identifying suppliers in the
supply chain, and

5) reporting incidents.
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Management Advisory
Services

We are an experienced and trusted advisor and cybersecurity expert. In cyber
consulting, the key is to highlight what the management needs to know about
the cyber world, its current risks and their impacts for the business.

We support in combating threats, managing cyber risks and ensuring business
continuity. We help develop comprehensive security, cybersecurity, internal
security and partner risk management. Our working methods include for
example theme presentations, memoranda, workshops and scenario work.

Cyber Due Diligence

Cybersecurity due diligence is a process that helps identify and assess cybersecurity-re-
lated risks that may affect, for example, a commercial agreement, investment, financing
arrangement or the terms of a corporate acquisition. Cyber due diligence also serves as
an essential tool in competitive bidding situations between contracting parties.

The Cyber Due Diligence project is composed of a detailed web analysis and
"audit process” related to cybersecurity, which includes, among others:

v Assessment of the current state of cyber- v Responding to cybersecurity regulations
security and information security and requirements

v Review of the cybersecurity level of third v/ Cybersecurity and information security
parties risk management

v Review of the history of information se- v Integration of cybersecurity culture after
curity breaches and potential cyber- a corporate acquisition (NIS2 compliance
attacks and coordination of internal policies)

v Review of the cybersecurity culture

v/ The assessment of the level of cyber
hygiene and cybersecurity training
arrangements
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The real social media

Join the leading minds in cyber security at Cyber Security
Nordic 2025. Experience world-class talks, fresh insights,
and inspiring keynotes on the most pressing issues in the field.

Among the keynote speakers are:

Philip Stupak Senior Director for Advocacy, ISC2

Philip Stupak, former Assistant National Cyber Director at the White House, has
shaped U.S. cybersecurity policy at the highest level. At ISC2, he represents the global
cybersecurity profession to policymakers worldwide, building on his leadership in
advancing President Biden’s cybersecurity strategy.

Andzejus Roginskis Head of Digital Support Unit, Europol EC3

Andzejus Roginskis leads Europol’s Digital Support Unit at EC3, supporting complex
cybercrime investigations across the EU. With over 30 years in law enforcement, he
brings deep expertise in cyber intelligence, digital forensics, and cryptocurrency tracing.

CYBER 4-5 November 2025
SECU R|TY Helsinki Expo and Convention Centre
c NORDIC

cybersecuritynordic.com



